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Abstract

The purpose of this lab is to help you understand with“tdrewth of function” by reviewing the
notions of Big-O, Big-Omega and Big-Theta. Some examples and exercises on these concepts will be
discussed in details. Through the use of Maple, we also demonstrate an example where Big-O notation
is used to characterize the residual term of a truncated asymptotic series.

1 Big-O (Upper Bound) Notation

Big-O notation is a mathematical notation used to describe the asymptotic behavior of functions. In other
words, it is used to estimate the growth of a function in terms of another, usually simpler, function. The
functions used in this estimation often include the following:

1,1log(n), n,nlog(n),n?, 2", n!

(See Figure 3 page 138 in Rosen for the plot of these functions)

It has two main areas of application:

e In computer science, it is useful in the analysis of the complexity of algorithms (the number of oper-
ations an algorithm uses as its input grows). (This will not be discussed in this lab but the following

lab!)

¢ In mathematics, it is usually used to characterize the residual term of a truncated infinite series, espe-
cially an asymptotic series.

Formally, Big-O notation is defined as following:

Definition 1:

A function f(x) is O(g(z)) iff there exist a constanf’ and a constant such that, for everyx > £k,
|f(x)| < Clg(z)|. (End of Definition.)

Technically,O(g(x)) is a a set (also calledfamily of functionk
O(g(x)) ={f(z) | 3C, 3k, Vo = k, | f(x)| < Clg(z)|}
Therefore, from a set theoretical point of view, we have:
O(1) c O(log(n)) € O(n) C O(nlog(n)) C O(n*) C O(2") C O(n!)

Remark. Big-O gives us a formal way of expressiagymptotic upper bounds way of bounding from
above the growth of a function. Knowing where a function falls within the big-Oh hierarchy allows us
to compare it quickly with other functions, which gives us an idea of which algorithm has the best time
performance as you will see in the next [éBnd of Remark.)



Example 1:

Use the definition of big-O (Definition 1) to prove that
f(z) =52t — 3723 + 13z — 4 = O(z*)

Solution.
We must find integers C and k such that' — 3723 + 132 — 4 < C|z*| for all z > k. We can proceed as
follows:

1524 — 372% + 132 — 4] < |52t 4 3723 + 13z + 4] < [5a* + 372 + 132 + 42| = 59|z
where the first inequality is satisfiedsif> 0 and the second inequality is satisfied:if> 1.
Therefore|5x* — 3723 + 132 — 4| < 59|2| if > 1, so we have® = 59 andk = 1. (End of Solution.)

Remark. The solution we have given is by no means the only possibleHgre. is a second solution. It
makes the value C smaller, but requires us to makes the value of k larger:

52 — 3723 + 13z — 4| < |52t + 3723 + 132 + 4| < |5z + 42t + 21 + 2| = 11]2Y)
In the first inequality we changed from subtraction to addition of the second and fourth terms. In the second
inequality we replaced the terTz3 by 42* (which is valid if z > 10), replaced.3x by 23 (which is valid
if z > 4) and replaced 4 by* (which is valid ifz > 2). Therefore|52* — 3723 + 132 — 4| < 11|2*| if
x > 10. Hence we can use C= 11 and k=1Bnd of Remark.)

Example 2:

Give a big-O estimate for each of these functions. Use a simple function in your big-O estimate.
(@)3n+n3+4
(b)1+2+3+---+n+3n
(c)logyo(27) + 1072
Solution.
(@) Since3n 4+ n> +4 < 3n? +n3 + 4n3 = 8n forn > 1, we havedn + n® +4 = O(n?).

(b) We havel +2+3+4---4+n<n+n+n+---+n=n-n. =n? Hencel +2+3+---+n+3n? <
n? + 3n? = 4n?. Thereforel + 2+ 3 + --- +n + 3n? = O(n?).

(€) log;o(2") + 1092 = nlog;; 2+ 1012 < n?logy, 2 + 1012 < (log;y 2+ 10%)n? if n > 1. But
log;, 2 + 1010 is a constant. Therefoieg;,(2") + 101902 = O(n?).
(End of Solution.)

Example 3:

Suppose you wish to prove thftr) = 222 + 5z + 9 is big-O of g(x) = x? and want to us€' = 3 in the
big-O definition. Find a valué such that f(x)| < 3|g(x)| for all z > k.

Solution.
We need a valué such that2z? + 5z + 9| < 322 for all z > k. Begin by grouping the three terms in
222 + 5z + 9 as2z? + (5z + 9). If 5z + 9 < 2? we have|22? + 5z + 9| < 222 + 22 = 322.

By solving the inequalityyz + 9 < x2, we find that ifz > 7, then5z +9 < 2. Hence|222 4 52+ 9| <
222 + 2% = 322 if > 7. (End of Solution.)

Remark. We can solve the inequaliir + 9 < 22 using the Maple command
[> solve(5*x+9 <= X"2,X);
(End of Remark.)



Example 4:
Use the definition of big-O to prove thdf- =22 = O(a?).

Solution.
We must find positive integelS andk such that for alk: > &,

3zt — 2

< Cla?
S5r—1 | — 2
To make the fractiod 39;;:? larger, we can do two things: make the numerator larger and make the
denominator smaller:
3zt — 2z 3zt 3zt 3zt 3, 3
< < = 55| = 51e°)
5r — 1 S5r —1 9T — T 4x 4

In the first step we made the numerator larger (by not subtratihgnd in the second step we made the
denominator smaller by subtracting not 1. Note that the first inequality requires> 0 and the second
inequality requires: > 1.

Therefore, ifz > 1, |32 =2z

5o—1 = O(z3). (End of Solution.)

S5r—1

< 312%|, and henc#m

Remark. Although used extensively to describe the growth of functions, big-O notation provideala
upper boundFor examplef(x) = x? 4+ 7 may be said to b&(x?), but it may also be said to k@(x3) or
O(e®). As aresult, we need the notions of big-theta and big-omega as you will se¢Erotiof Remark.)

2 Big-Omega (Lower Bound) And Big-Theta (Tight Bound) Notations

Change K" to “>" and forceC' > 0 in Definition 1, we have thbig-omega notation(f2). As a result2
gives amasymptotic lower bound

Definition 2:

A function f(x) is Q(g(x)) iff there exist a constar® > 0 and a constant such that, for every > £,
|f(x)| > Clg(z)|. (End of Definition.)

NeitherO or 2 are completely satisfying; we would like a tight bound on how quickly our function grows.

To say it does not grow any faster than something does not tell us how slowly it grows, and vice-versa. So
we need something to give us a tigher bound; something that bounds a function from both above and below.
We can combin& and() to give usbig-theta notation (©). Although theoretically the same idea, the
definition of © notation will be stated somewhat differently from one from Rosen (Definition 3 page 141):

Definition 3:

A function f(z) is ©(g(x)) iff there exist constant§’; > 0 andC> and a constant such thatvx >
k,Cilg(x)] < |f(x)| < Calg(z)|. (End of Definition.)

As we can see in Definition 3, big-theta notation is a stricter version of big-oh and big-omega notations,
because:

f(z)isO(g(x)) ifand only if f(x) is bothO(g(x)) andQ(g(z)).

which is equivalent to saying that



Example 5:
Use the definition of big-theta to prove that? + 1 = O(z?).

Solution.

Clearly, we havgz? + 1 = Q(x?), we now need to sholz? + 1 = O(x?).

We have7z? < 722 +1 < 722 4+ 22 < 822 (where we need: > 1 to obtain the second inequality).
Therefore, ifr > 1, 722 < 722 + 1 < 822, This says thaTz? + 1 = ©(x?). (End of Solution.)

3 Big-O notation and asymptotic series (Optional)

In mathematics an asymptotic expansion, asymptotic series (also called Bagxgansion) is a formal
series of functions which has the property that truncating the series after a finite number of terms provides
an approximation to a given function as the argument of the function tends towards a particular, often infinite,
point.

In Maple, the functiorusympt computes the asymptotic series of a function with respect to some vari-
able, where the truncation order can be specified by users as an optional argument. For more information on
asympt, use the following Maple command.

[> ?asympt

We will now consider some examples.
The following command

[> S:=asympt(x/(1-x-x"2),X);

will produce
S .= g1 + x 22273 + 3274 —527° +0 (x’G)

The Maple output means that the evaluation of a funcfign) = z/(1 — = — 2?) and the evaluation of
—z '+ 2722273 + 3274 — 5277 at some point differs in some error approximatety C|a|~°. But
why? (Hint: Consideff(x) — S(x)|.)

Similarly, the following command (with truncation order 1 specified as one of the argument)
[>P:= asympt((3*x"4-2*x)/(5*x-1),X,1);
will produce

3 3 247
P:=3/52"+_a2"+—u

e —1
25 55 % " g T O



4 Exercises

1. Give a big-O estimate for each of these functions. Use a simple function in your big-O estimate. Give
some justification.

(2) To00000855000055 + 299999999999999999

(b) log(n? + 1)

(c) vn2+1

(d) (n?+1)(nlog(n) + 3)

(e) 100

® (n+3)/(n+1)

@ (*+1)/(n+1)

(h) 2log(n)-3 —|—TL3 14

() gogoeggag + 9999999999 - 2"

(i) logyo(27) + 10002
2. What are the big-Omega and big-Theta of the functions in Exercise 1 (a) - (e)?
3. Use the definition of big-O (Definition 1) to prove that

(@) 2% — 37252 + 13z — 4 = O(2®)

(b) zlog(x) + 2% = O(z?)

(c) 5nlog(n) + n*? = O(n?) (Harder)

(d) nlog(n®) + n3? = O(n*?) (VERY HARD! - Homework)



