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Abstract—This paper considers the problem of vehicular road-
side unit (RSU) placement so that the sum of capital expenditure
(CAPEX) and operating expenditure (OPEX) costs is minimized.
The minimum cost solution considers these two cost contributions
jointly when making RSU placement decisions. The input to the
placement process consists of historical vehicular traffic traces
and a set of candidate site locations from which RSU placements
are chosen. An integer linear program (ILP) formulation is
first given that computes the minimum cost placement based
on the input traffic traces and candidate locations. A practical
algorithm is then introduced that solves a relaxed version of the
ILP and uses a novel rounding procedure to obtain real RSU
placements. The algorithm takes into account the energy costs
incurred by vehicular requests when the latter are scheduled
using a minimum energy online scheduler. Performance results
are presented that show that the proposed algorithm performs
well compared to the case where placements are done without
jointly considering both CAPEX and OPEX cost components.

Index Terms—Road-side unit (RSU) placement, facility loca-
tion, vehicular networks, service cost, energy efficiency.

I. INTRODUCTION

Equipping vehicles with wireless communication capabil-
ities is expected to be the next step towards Intelligent
Transportation Systems (ITS). Vehicular ad-hoc networks
(VANETSs) will be essential component of this functionality
that will help enable future road services [1]. VANETSs will
eventually support various applications such as road safety,
intelligent transportation, location-dependent advertisement,
and in-vehicle Internet access [2]. This area has attracted much
attention from government, industry, and academia in recent
years [1] [3] [4].

Recognizing the importance of vehicular communications,
the US Federal Communications Commission (FCC) has al-
located a 75 MHz bandwidth for Dedicated Short Range
Communication (DSRC) for ITS radio services [5] (a 50 MHz
bandwidth was also allocated by the European Conference
of Postal and Telecommunications Administrations (CEPT)
[1]). DSRC includes the IEEE 802.11p (PHY and MAC
layers) and IEEE 1609 (upper layers) standards, which refer

to wireless access in vehicular environments (WAVE) [2]
[6]. DSRC/WAVE supports an environment in which vehicle
speeds can be up to 200 kmh, and the communication range
can reach up to 1000m, with a data rate of more than 27 Mbps
(61 [7].

VANET operation can include both vehicular onboard units
(i.e., OBUs), and fixed roadside unit infrastructure (i.e., RSUs).
The latter is typically installed along the road side or at
intersections where power grid connectivity is more common
[6]. There are two basic modes of communication between
RSUs and OBUs: (i) vehicle-to-vehicle (V2V), where an
OBU communicates with other OBUs, and, (ii) vehicle-to-
infrastructure (V2I), where an OBU communicates directly
with an RSU [2] [6] [8]. The main functions of the RSUs
include extending the communication range of the ad-hoc
network, running safety and non-safety applications, and pro-
viding Internet connectivity for OBUs [6]. More specifically,
RSUs can provide access to Internet gateways that provide a
variety of mobile services as an alternative to cellular-based
access technologies [2] [4] [9].

In this paper we consider the problem of RSU placement
that minimizes the sum of capital expenditure (CAPEX) and
operating expenditure (OPEX) costs. The total RSU cost
includes both that of RSU installation, i.e., CAPEX, and long-
term energy operating, i.e., OPEX, components. This combi-
nation affects both the initial placement costs of the RSUs, and
their associated long-term operating costs. A placement that
minimizes the total number of deployed RSUs, for example,
may result in significantly higher operating costs in the long-
term. It is therefore natural to study the placement of RSUs
that minimize the combined CAPEX and OPEX costs. To the
best of our knowledge, this is the first work that focuses on
minimizing this combined cost.

Vehicles are assumed to travel along a given road network
and generate requests for service. It is assumed that the
requests may be delay tolerant and each has an associated
time deadline, which should be satisfied by the deployed
network. We are given a set of historical input traffic traces that



reflect vehicular behaviour, as well as a set of RSU candidate
locations. Each candidate location has an associated (CAPEX)
installation cost, and once an RSU is placed and in operation,
it incurs long-term operating (OPEX) costs due to the energy
use of the RSU. The objective of the design algorithm is to
select a subset of the candidate locations such that the total cost
is minimized, and all vehicular requests are properly served.

An integer linear program (ILP) is first formulated that
computes a minimum total cost placement. The ILP has
a prohibitive solution time, even for moderate traffic size
instances that make it impractical for real network designs.
To address this issue, we develop a novel algorithm, referred
to as Minimum Cost Route Clustering (MCRC), based on a
rounding procedure applied to the LP relaxation of the ILP,
and using the approximation algorithm of [10] for Capacitated
Facility Location problems. MCRC is efficient and can be used
for large scale problems. A variety of performance results are
presented that show that MCRC outperforms RSU placement
algorithms which directly solve the ILP, but minimize only
CAPEX expenditures. The results demonstrate the inherent
inefficiency introduced by considering only CAPEX costs.

The rest of this paper is organized as follows. Section II
gives an overview of related work. Section III then describes
the system model and a formulation of the RSU placement
problem as an integer linear program. In Section IV, the
MCRC algorithm is then presented. Performance results are
given and discussed in Section V. Finally, we present our
conclusions in Section VI.

II. RELATED WORK

Several solutions have been introduced in the literature
for the optimal RSU placement problem using a variety of
objective functions. For the most part, previous work focuses
on minimizing capital costs. There is, however, work that
optimizes other criteria, such as road coverage, throughput,
packet delivery ratio, and delay [3] [11] [12] [13] [14] [15].
This is typically done under the assumption that there is an
upper limit on the number of available RSUs or the maximum
permitted CAPEX cost. The minimization of the number of
RSUs required under network performance requirements, such
as network connectivity and road coverage, has also been
studied (cf. References [16] [17] [18] [19] [20] [21] [22] [23]
[4] [24]). These references assume that the RSUs are identical,
although [25] considers RSUs with different configurations,
i.e., power level, antenna type and backhaul connectivity type.
Reference [26] seeks to minimize the number of installed
RSUs as well as their operating time, by putting them to sleep
whenever possible. In our work, no RSU on/off switching
functionality is assumed.

III. SYSTEM MODEL

Vehicles are assumed to travel along a given road network
and generate requests for service that are communicated on
an uplink channel to the next RSU that is encountered. The
responses to these requests are then scheduled and served by
one or more RSUs over time slotted downlink channels. Each
request has an associated time deadline. The objective is to

place a set of road-side units (RSUs) chosen from a candidate
site location set, so that the network can properly schedule
vehicular demands, and such that the total of the RSU opening
and service costs are minimized.

The RSU placement decisions are made offline, as part of
the design of the network to be deployed. This is done using
a vehicular traffic input trace that reflects vehicular traffic
flow based on historical traffic measurements. The packet
scheduling that occurs in this phase is also offline, in that
the complete set of inputs over all time is provided to the
design algorithm all at once. This permits us to obtain lower
bounds on total cost that motivate the performance of the
online system.

Once the network is designed and deployed, it is then
subject to real online traffic inputs. In online scheduling, the
inputs are provided to the system in real time and it must
schedule data traffic in a causal fashion, based solely on past
and current inputs. To install an RSU at a candidate location
we pay an opening cost, and to serve a vehicle by an opened
RSU, we pay a service cost. These are defined as follows:

Opening cost: The opening cost of an RSU is determined
by its location and its configuration settings (such as its
backhaul connection type, power source, channel capacity,
coverage range, antenna type, etc.). A location-based RSU cost
analysis was done in [7]. Our model can accommodate non-
homogeneous RSUs that are operated with different costs (e.g.,
operated by the wired electrical power grid or by solar power
[7]), in addition to limited but different coverage areas. This
limitation on the maximum coverage range is sometimes used
to control radio interference levels [5] [6] [7].

Service cost: We assume that the RSUs use power control
when communicating with vehicles, i.e., they adapt their
transmit power in order to maintain a constant bit rate [8] [9].
The energy cost of this communication depends on the radio
link propagation conditions. The total operating cost depends
on the planning time horizon, i.e., the time period over which
the RSU cost is amortized, which may be as long as one or
more decades. We assume that the vehicle traffic load input
trace is statistically representative of the traffic flow and we
can normalize the operating cost to the long-term planning
time horizon.

Once an RSU has been deployed, it remains in continuous
operation serving vehicular requests. Each vehicle request has
a release date, i.e., the time when the request is generated, and
a due date, i.e., the deadline of the associated RSU response.
A request that is un-served or is served beyond its due date
is counted as a dropped request. We assume that a vehicle
generating a request, communicates its size, release, and due
dates to the first RSU it encounters, and, therefore, the system
is aware of these parameters for scheduling purposes. We
also assume that the route of a vehicle is known, and that
each vehicle communicates to the system (through the first
RSU encountered) its current location, final destination, and
intended route [27] [28]. This is a reasonable assumption, since
drivers tend to follow their habits and traffic information in
planning their daily route to work, home or other destinations
[29]. This assumption is also consistent with the driver-less
car functionality that is beginning to appear.



The system model is more formally defined as follows. Let
N ={1,...,N} be the set of RSU candidate locations, and
V ={1,...,V} be the set of vehicles serviced by the installed
RSUs, each with a set of requests R,, and |R,| = R,. Let
R = UpevRy = {1,..., R} be the set of all requests, each
with its own size .. With a slight abuse of notation, we will
refer to an RSU installed at location n as ‘RSU n’. We define
decision variables Y,,, so that Y,, = 1 if RSU n is installed,
and Y,, = 0 otherwise. The cost of opening an RSU at location
nis f,. Let T ={1,...,T} be the set of time slots; within
a time slot, RSU n has the capacity to transmit to at most
u,, vehicles, and a vehicle can communicate with at most one
RSU. Note that f,, and wu, depend only on the location n,
i.e., RSUs installed in different locations are allowed to be of
different types with different opening costs.

We define the decision variables, X,,;,, such that X, =
1 if RSU n serves request r of vehicle v during time slot
t, and X, = 0O otherwise. When vehicle v is within the
coverage area of RSU n during time-slot ¢, the energy cost
for servicing request r is ¢, wWhich depends on the RSU-
vehicle distance (and other propagation effects) in time slot
t. Otherwise, ¢, = oo. In order to enforce the servicing of
all requests, if possible, we define the non-serviced portion of
request 7 by variable Z,., and give it a large cost, D,. That is,
if Z,. > 0, then request r is dropped and incurs a very large
cost D,.Z,.. As a result, in the optimization defined below, the
scheduler will never drop a request, unless there is a capacity
constraint violation. Since this part of the objective function
is an artifice to ensure service, it will not be included in the
total cost we present in the results obtained.

Given the above definitions and for a given input traffic
design trace, we formulate the optimum cost as an integer
linear program. This provides a lower bound on the total cost
and is used in Section IV to obtain a practical RSU placement
algorithm using a novel rounding procedure. The optimization
is given as follows and discussed below.
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Constraint (1) guarantees that requests are satisfied and Con-
straint (3) enforces the capacity constraint for the RSUs.
Constraint (4) implies that only one request of vehicle v
can be serviced during time slot ¢. Note that (3) and (5)
imply Constraint (2), but the latter is crucial for our rounding
heuristic, strengthening the LP relaxation presented below.

IV. THE MINIMUM COST ROUTE CLUSTERING (MCRC)
ALGORITHM

Our proposed heuristic is based on the following primal LP
relaxation of (ILP). Unlike (ILP), it can be solved in polyno-
mial time complexity but does not give integral solutions for
the decision variables. This issue is addressed by using the
rounding procedure discussed below.
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Rounding the solution of (PLPR) to an integral one is non-
trivial, since the integrality gap for this relaxation is infinite
[30]. Levi et. al. [10] introduced an LP-based approxima-
tion algorithm for the capacitated facility location problem,
in which the service has no time constraints, the service
cost is time-independent, and there is no capacity associated
with clients. It consists of a two-phase clustering procedure,
followed by a rounding algorithm, and has a provable ap-
proximation factor of 5 when the connection costs are in a
metric space. Unfortunately, our model is more complicated
than the problem in [10], and, moreover, our operating costs
do not come from a metric space; therefore, the known
approximation factor guarantees for facility location problems
do not necessarily apply in our case. Accordingly, we develop
a novel heuristic referred to as the Minimum Cost Route
Clustering (MCRC) algorithm, which operates in two steps.
In the first, all (partially) opened RSUs from the solution
of (PLPR) are partitioned into clusters. In the second step,
the rounding algorithm installs all fully opened RSUs in each
cluster, and continues installing fractionally open RSUs, until
it opens enough RSUs to satisfy all service requirements for
that cluster.

The algorithm starts with the fractional solution of (PLPR).
This solution consists of (partially) opened RSUs and (frac-
tional) request assignments to the (partially) opened RSUs. In
the next step, our algorithm moves the fractional requests of
vehicles from one RSU to another, so it can fully open some
RSUs and fully close the rest, thus producing an integer solu-
tion. It is obvious that the displacement of requests increases
the assignment costs and, although we cannot guarantee an
upper bound for this increase, as done in [10], our simulation
results show that the extra cost of assignment displacements
is low.

As argued in [10], moving assignments too much leads to
prohibitively expensive results. For this reason, a clustering



Algorithm 1 Minimum Cost Route Clustering

1: Let (X,Y) be the solution to (PLPR) and « the dual variables
for constraints (7)

2: Let n be the clustering threshold

3: > Step 1: Clustering

4 F={ne~N:Y,>0} > (partially) opened RSUs

5. forall veV do

6:  F, = {n EF 1D eT 2orer, Xntr > 0} > RSUs that
fractionally serve vehicle v

T Q= ZTGRU o

8: end for

9: Initialize:

10: C=10 > cluster centers

1: S=V > cluster center candidates

122 Ny=0,VweS

13: while S # 0 do

4. forall v¢C do

15: B, ={n € F, :n & UgeccNk, Cno < mingec cni }

16: end for

17 S ={v ¢ C: maxnep, teT.rery, Xntr >N}

18: Pick v € S with the smallest «, value and if there are more
than one, pick the one has the largest »_ . B, Un¥n.

19:  Set Ny =B, C=CU{v}

20: end while

21: U = F — Upee Nk

22: for all n €U do

> one potential cluster per vehicle v

23: v = argmingec Cnk

24: N, =N, U{n}

25: end for

26: > Step 2: Rounding

27: for all Cluster centers v € C do

28:  Open all of the fully opened RSUs in N,.

29: Qy={nenN,:Y, <1}

30: Dlgft = ZnEQU UnYn

31: Sort the RSUs in Q, in increasing order of (fy/un + Cno)
32: while D;.s, > 0 do

33: Let n be the next RSU in the sorted list
34: Open RSU n
35: Dleft - Dleft — min (Dleft7un)

36 Qo= Qu\{n}
37: end while
38: end for

step is used before the rounding procedure. It divides the
problem into subproblems, and the rounding of their fractional
solutions is done separately for each. The clustering step
imposes an extra cost, which is due to the aggregated effect
of rounding the fractional solutions in each sub-problem.

Algorithm 1 shows the details of our algorithm. Let (X,Y)
be the optimal solution to (PLPR) (assuming that all requests
are feasible and Z = 0), and «, the optimal dual variables
for relaxed constraints (7). The two steps of Algorithm 1 are
denoted as Clustering and Rounding.

In Clustering, we partition the RSUs with Y;, > 0 into
clusters, each of which will be “centered” around a vehicle
that we call the cluster center. More specifically, for each
vehicle v, we define «a,, to be the summation of «, over all its
requests. Also, let F, be the set of (partially) opened RSUs
that (fractionally) serve vehicle v. Let S be the set of cluster
center candidates (initially the set of all vehicles), and C be the
set of current cluster centers (initially empty). We use N, to
denote a potential cluster centered around vehicle v. Initially,
N, is empty for all vehicles.

At every iteration of lines 13-20, we define a set 3, for
every vehicle v in S, as long as the latter is non-empty. Of all
RSUs in F,, set 3, contains only those that are “closer” to v
than all cluster centers currently in C, according to a closeness
function that is based on the average connection cost between
a vehicle v and an RSU n, i.e.,

_ 21Ty Prw(?)
| Too

where P, ,(t) is the communication cost between vehicle v
and RSU n at time slot ¢, and 7, is the set of time slots during
which vehicle v is inside the coverage area of RSU n. This
approach prevents the creation of too many clusters, which
will eventually reduce the extra costs incurred by opening the
fractional RSUs in the clusters. The intuition behind this is as
follows: The removal of RSU n from B, because it is closer
to some other vehicle v’, implies that the two vehicles v, v’
share part of their routes. Therefore, we can divide the route
of v in two parts, the part that is shared with v/, and the part
that is not; we charge v with only the cost of the latter.

(14)

C’I’L’U

Throughout the Clustering phase, set S contains all RSUs
that are candidates for opening; these are the RSUs that
are (partially) open by at least a preset factor 7, called the
clustering threshold. Parameter 1) can be preset to any value
between 0 and 1, but in our case we set n = 0 to force all
partially opened RSUs to be candidates for full opening. In
each iteration, we pick the vehicle v € & with the smallest
a, value (we break ties by picking the vehicle that has the
largest capacity in B,). We form a cluster centered at v, with
N, = B, and update sets C and S accordingly. We continue
this procedure while S is not empty. After that, there can still
be RSUs in F that are not assigned to any cluster. Each of
those RSUs is assigned to the cluster whose center is closer
to 1t.

Clustering is followed by Rounding. For each cluster N,
and after opening all RSUs with Y,, = 1, we start opening the
rest of the RSUs in this cluster, one-by-one and in increasing
order of (f,,/uy + cny ), until all capacity requirements of this
cluster are satisfied. After enough RSUs have been opened,
we schedule the requests to time-slots and RSUs. Since the
capacity of the opened RSUs is sufficient to serve all the
requests, this offline scheduling problem is feasible, i.e., the
additional request drop ratio is zero (recall that we already
have that Z = 0).

Multiple-Choice RSU Placement: In the model described
above, there is only one choice for the RSU to be opened
at a candidate location. We can easily generalize this, by
allowing the RSU to be chosen from a set of different types;
however, we still require that at most one RSU is opened at any
candidate location. The only change needed is the extension
of the Y variables, to have one for each choice at a location
(instead of one per location), and the extra constraint that the
sum of these variables must be at most 1 at every location.
Algorithm 1 does not need to change significantly; we just
remove the rest of the choices at a location, once we decide
to open an RSU of a specific type.



V. PERFORMANCE RESULTS

In this section, the performance of the proposed RSU
placement algorithm is considered. In order to evaluate the
performance of MCRC, two different on-line scheduling algo-
rithms were used to assess the placements that the algorithm
generates. The first is the GMCF scheduler introduced in
[8]. GMCF schedules requests on a single RSU using a
minimum cost flow graph formulation that minimizes total
service cost over a finite scheduling window. The second
algorithm is the one-objective min-max scheduler presented in
[9]. This algorithm schedules requests across multiple RSUs
and attempts to minimize the maximum service cost on any
of the RSUs. Since our goal is to minimize the total service
cost on multiple RSUs, the schedulers are adapted to work in
this setting. These two schedulers are referred to as the Energy
Scheduler and the Min-Max Scheduler, respectively, and both
are non-preemptive.

Our proposed algorithm is compared with RSU placements
that minimize total capital cost, referred to as the Minimum
Capital Cost Placement (MCCP) algorithm. This is motivated
by the work discussed in Section II, which can be adapted to
our problem by adjusting the objective function of the ILP by
minimizing the sum of the first and last components of (ILP)
(.e., Zne/\/ Y, + ZTER D, Z,) subject to constraints (1)-
(6). This objective is more general than those that minimize the
total number of deployed RSUs, since they do not necessarily
minimize total capital cost. The comparisons therefore show
the advantage that MCRC has compared to those that focus
on CAPEX costs alone.

The performance evaluation is done using 10 vehicular
traffic trace inputs. One trace is first used for the offline
RSU design and placement, which determines the CAPEX
deployment cost. After the design phase, all ten traces are then
used as inputs to the online experiments, which determine the
OPEX costs. The total cost presented in the simulation results
is the sum of the two, and the plotted OPEX cost is obtained
by averaging the service costs over each simulation run for the
10 traffic traces. Uniform service request generation is used
for all vehicles, i.e., the same arrival rate, size, and time-to-
live (TTL). As in [31] [32], we assume that TTL is 40 time
slots for each request. The maximum request drop rate is set
to 5%.

A Manhattan-like grid road configuration is used, consisting
of three horizontal and 5 vertical streets that are all bidirec-
tional. The smallest block has a 1 km square area, which
gives a total deployment region of 11.25 km?. Figure 1 shows
the city grid with the candidate RSU site locations used as
input. To calculate the RSU candidate locations, we divide
each street into segments of length equal to twice the RSU
coverage range, and the center of each segment is taken as
an RSU candidate location. Note that the beginning and the
end of each street are under the coverage of the RSUs at the
intersections, and therefore, those two sections are subtracted
from the length of the street.

It has been shown that microscopic models are the most
appropriate for VANET simulations [33] [34] [35]. Accord-
ingly, we use the Simulation of Urban MObility (SUMO)

Fig. 1: City Grid with RSU Candidate Site Locations.

TABLE I: Simulation Parameters

Parameter Name Parameter Value(s)

Planning Time Horizon 20 years
Candidate Site Locations 37 sites
RSU Coverage Range 250 m each side
Data Rate 6 Mbps

Vehicle Arrival Rate
Request Arrival Rate
Request Size
Request Time-to-Live

0.5 and 1.0 per sec.
0.0125 per time slot
8 time slots
40 time slots

Street Speed Limit 50 or 60 km/h
Street Number of Lanes 4or5
Traffic Light Control Yes

Path Loss Exponent a=2.7
Shadowing Standard Deviation ogg =4

tool, which is a microscopic mobility generator along with its
other capabilities [36]. Vehicles arrive to the city according
to a Poisson process. The source and destination of their trip
are selected uniformly from the set of intersections [27] [37].
As in other studies that use shortest paths for route planning,
Dijkstra’s Algorithm [38] is used to determine the paths. The
average travel time of each street according to its length, speed
limit, and expected traffic density is calculated and is passed
to this algorithm [21] [24] [29] [39]. The vehicle traces are
30 minutes in duration.

A distance dependant exponential path-loss model with log-
normal shadowing [40] is used to determine the transmit
power needed over a given link. The standard deviation of
the shadowing component is taken to be oqg = 4. Table
I summarizes these and the other parameters used in our
experiments.

The effect of single RSU capital cost, request size, request
arrival rate, request time-to-live (deadline), and vehicle arrival
rate is studied. Two experiments were performed that show the
trade-off between the two components of the total deployment
cost, i.e., the opening and service costs. In the first experiment,
which is referred to as “single-choice RSU placement”, we
give one option for the RSU configuration at each candidate
site location. Both MCRC and MCCP algorithms decide the
locations where RSUs of that type are placed. In the second,



referred to as “multiple-choice RSU placement”, the output
of each algorithm also includes the RSU configuration to be
chosen for each selected candidate location.

1) Effect of Per RSU Capital Cost: In this first set of results
we evaluate the effect of the per RSU capital cost for two
different vehicular traffic load situations, one low, and the
other high. RSU placements are compared for both single
and multiple choice RSU placement. To properly evaluate
the performance of our algorithm, we consider a basic unit
cost for each RSU type, and then, we multiply every basic
unit cost by the same factor, referred to as the “capital cost
factor” during the experiment. The basic unit cost is equal to
$1,000 and $1,500 for grid-powered and solar-powered RSUs,
respectively [7]. The single RSU capital cost at each point is
equal to its corresponding cost factor multiplied by the basic
unit cost. Figures 2 and 3 show the results of this experiment
for single-choice placement, and Figures 4 and 5 show the
multiple-choice case.

In Figures 2, 3, 4 and 5, the horizontal axis shows the
factor by which the single RSU capital cost is increased. The
total cost of RSU deployment and its component opening and
service costs are shown in Figures 2, 3, 4 and 5. In each
subfigure, the lower bound is shown as a black solid line.
The Energy and Min-Max schedulers for both MCRC and
MCCP RSU placement are shown with different line patterns
and markers. To follow the same pattern in all subfigures, we
draw the opening cost of MCRC and MCCP twice, i.e., once
for each scheduling algorithm.

As seen in Figures 2, 3, 4 and 5, the MCCP algorithm
is insensitive to the service cost as it opens the minimum
number of lower opening cost RSUs that are needed to serve
requests, i.e., the MCCP algorithm concentrates the requests
in the minimum number of RSUs possible. For this reason,
when the per RSU capital cost changes, the MCCP algorithm
opens the same set of RSUs. As a result, the opening cost
increases linearly with per RSU capital cost and the service
cost remains constant for different per RSU capital costs.

On the other hand, the MCRC algorithm tries to create a
balance between the opening and service cost components and
tends to outperform MCCP. In Figures 2 to 5, there are four
regions that can be seen in the service cost subfigures. The
first two show the use of load balancing and the second two
show the use of load concentration. The first region starts
with flat service cost and is followed by a smooth increase
in the service cost. In these regions, which correspond to less
expensive RSUs, the MCRC algorithm opens more RSUs to
bring down the service cost. This approach continues until
there is no more decrease in the service cost. This happens
either when there are no more RSUs to open, or when opening
more RSUs increases the opening cost without improving the
service cost.

The third region has a sharper slope compared with the
second. As the single RSU capital cost increases, the MCRC
algorithm concentrates the requests on a smaller number of
RSUs. This approach lowers the ratio by which the opening
cost increases. Although the service cost increases by load
concentration, the overall cost increases with a lower rate. The
reason that the load concentration leads to the higher service
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Fig. 4: The Effect of Per RSU Capital Cost on Multiple-Choice
RSU Placement with Low Vehicle Traffic Load.



6
6 x10 ' .

Lower Bound (LP)

—@—MCRC + Energy Sch.
¢ MCRC + MinMax Sch.

~m--MCCP + Energy Sch.
4+ MCCP + MinMax Sch.

T T T T T T T T T TT T T T T T T T T T TTTTT

ot
T

Opening Cost
w

- 2 S B

1 2 3 4 5678 1012 16 20 2530 40 5060 80100 150
Single RSU Capital Cost Factor

Lo

6
35 x10

ii ----- 15— 3y - -1ir- -t v vkl

Lower Bound (LP)

[ | —-@—MCRC + Energy Sch.
¢ MCRC + MinMax Sch.

—m@--MCCP + Energy Sch.

4+ MCCP + MinMax Sch.

Service Cost

oL T r— L v

3 4 5678 1012 16 20 2530 40 5060 80100 150
Single RSU Capital Cost Factor

T T B

8 %106 ' .

——Lower Bound (LP)

7L |-@—MCRC + Energy Sch.
¢ MCRC + MinMax Sch.

—m-- MCCP + Energy Sch.
4+ MCCP + MinMax Sch.

T T T T T T T T T TT T T T T T T T T T TTTTT

Total Cost

T T T T T T

Lo

4 5678 1012 16 20 2530 40 5060 80100 150
Single RSU Capital Cost Factor

Fig. 5: The Effect of Per RSU Capital Cost on Multiple-Choice
RSU Placement with High Vehicle Traffic Load.

cost is because of the RSU capacity limitation, i.e., it is not
possible to serve all of the transferred requests at their most
favourable times. Therefore, some requests will be served with
higher costs, when their issuing vehicles are more distant from
the RSUs. After a certain point, there is no way to decrease the
number of opened RSUs. This corresponds to the fourth region
and has the lower rate by which the service cost increases.
There are two reasons for this. Either request deadlines prevent
the MCRC algorithm from transfering them from one RSU to
another, or, one or more RSUs reach their capacity limit, so
that they cannot accept more requests from other RSUs. If
both of these happen, the RSU inevitably drops requests.

Note that at the end of the third region and during the
fourth, where the MCCP algorithm shows better performance,
the opening cost becomes the dominant component of the
objective function. The MCRC algorithm opens a smaller
fraction of RSUs to bring down the opening cost, but this
increases the integrality gap between the LP optimum value
and the approximated value.

The four regions discussed above happen at different per
RSU capital cost factors and depend on the vehicle traffic
load, the data traffic load, and the RSU placement model, i.e.,
single-choice or multiple-choice. For example, when vehicle
traffic load increases, as in Figure 3 compared to Figure 2 or
Figure 5 compared to Figure 4, the data traffic load increases,
which causes an increase in the service cost. But when there is
insufficient capacity, opening more RSUs also leads to higher
opening costs. When there are no more RSUs to open or when
request deadlines do not allow additional load concentration,
increasing the vehicle arrival rate increases only the service
cost. At this point, the MCRC algorithm shows its advantage
by moving the crossing point of the total cost from a capital
cost factor of 12 in Figure 2 to a capital cost factor of 18
in Figure 3. The effect of vehicle arrival rate is discussed in
more detail in Section V-5.

A similar behavior can be seen by comparing Figures 4 and
5, but for different reasons. There are two options available
at each candidate site location, i.e., grid and solar-powered
RSUs. The latter are more expensive, but their service cost is
cheaper. This gives the MCRC algorithm more flexibility to
balance these cost components. This can be done using fewer
RSUs compared to the similar scenario in single-choice RSU
placement. For example, in Figures 2 and 3, at the capital cost
factor of 1, the service cost cannot be reduced, since there are
no more RSUs to open. But at the same capital cost factor,
the service cost in Figure 4 is almost one third of the service
cost in Figure 2, and the service cost in Figure 5 is almost
one fourth of the service cost in Figure 3. This is true even
though there are more RSUs to be opened and happens during
the first and second regions by opening more solar-powered
RSUs instead of grid-powered RSUs. But during the third and
the fourth regions, when the single RSU capital cost becomes
higher than the service cost, the MCRC algorithm not only
concentrates the requests to a smaller number of RSUs, but
also prefers grid-powered RSUs. This causes the sharper slope
in the service cost during the third region.

By comparison, the opening cost remains almost the same
in Figure 4 as compared to Figure 2, and in Figure 5 compared



to Figure 3. This is because even though the more expensive
RSUs are used, a fewer number are opened. As a result,
the total cost from the MCRC algorithm in the multiple-
choice RSU placement shows improvement compared to the
single-choice RSU placement. The crossing point of the two
algorithms moved from a capital cost factor of 12 in Figure 2
to 20 in Figure 4, and from 18 in Figure 3 80 in Figure 5. On
the other hand, the MCCP algorithm ignores the service cost,
and only opens grid-powered RSUs. As a result, the service
cost of the MCCP algorithm in Figure 5 is almost double that
in Figure 3, which degrades its overall performance.

As discussed earlier, if the traffic input surpasses the net-
work capacity, some of the requests will be dropped. In this
case, the LP solutions show the regions in which the network
is saturated and this can be detected at early stages of the
network design. The request drop ratio of the offline LP, lower
bound, in Figures 3 and 5 is equal to 0.1%.

Another reason that requests are dropped is due to imper-
fections in online scheduling. The online scheduler, because
of its causal nature, may inadvertently create RSU congestion,
leading to an increase in the request drop ratio. In Figures 2
to 5, it can be seen that the min-max scheduler has a slightly
higher service cost than the energy scheduler. This gap is
higher when these two schedulers are used for the MCCP
algorithm output. However, the results from these figures
show that the min-max scheduler has a better performance
in terms of the request drop ratio. In these results, the min-
max scheduler has a smaller request drop ratio than the energy
scheduler. This is because it balances the load between RSUs,
and generally causes less congestion than the energy scheduler.

The comparison between the MCRC and MCCP algorithms
in terms of the request drop ratio shows that the former
has better performance. In the single-choice RSU placement,
i.e., Figures 2 and 3, the request drop ratio of the MCRC
algorithm, regardless of the scheduling algorithm is about
0.02%, while the MCCP algorithm has the request drop ratio
of 0.6% and 0.5% for the energy scheduler and the min-max
scheduler, respectively. As the vehicle arrival rate increases,
the competition between vehicles increases. Therefore, more
requests are expected to be dropped. In the multiple-choice
RSU placement, i.e., Figures 4 and 5, the request drop ratio
of the MCRC algorithm is equal to 2.2% and 1.6% for using
the energy scheduler and the min-max scheduler, respectively.
The request drop ratio of the MCCP algorithm is equal to 3.0%
and 2.4% for the energy scheduler and the min-max scheduler,
respectively. Similarly, in multiple-choice RSU placement,
shown in Figures 4, the request drop ratio of the MCRC
algorithm is equal to 0.91% and 0.84% for the energy and the
min-max schedulers, respectively. The request drop ratio of the
MCCEP algorithm is equal to 0.67% and 0.51% for the energy
scheduler and the min-max scheduler, respectively. In Figure
5, the request drop ratio of the MCRC algorithm is equal to
2.8% and 2.2% for the energy and the min-max schedulers.
The request drop ratio of the MCCP algorithm is equal to 3.8%
and 3.0% for the energy scheduler and the min-max scheduler.

2) The Effect of Request Size: To evaluate the effect of
request size on algorithm performance, we set the capital cost
factor to 10 from Section V-1. This means that the capital cost

of each grid-powered RSU and each solar-powered RSU are
equal to $10,000 and $15,000, respectively. Because of space
limitations, we only present the results for high vehicle traffic
load. This means that the vehicle arrival rate is equal to 1
vehicle per second, i.e., 2 vehicles per time slot. Figures 6
and 7 show these results for the single-choice RSU placement
and the multiple-choice RSU placement, respectively.

In these results, we increase the size of each individual
vehicle request from 1 to 10. The MCRC algorithm shows
a slight advantage over the MCCP algorithm in Figure 6.
However, in Figure 7, the MCRC algorithm significantly
outperforms MCCP. As in the previous section, there are
four regions. The first two are load concentration, which
correspond to the lower data traffic load. When the request
size 1s small, the service cost is low. Therefore, the MCRC
algorithm reduces the number of opened RSUs and transfers
requests to the opened RSUs. After this, the only way to bring
down the opening cost is to open a smaller fraction of RSUs.
This introduces an extra opening cost in the rounding step of
the MCRC algorithm.

The second two regions correspond to load balancing. As
the request size increases, so does the service cost. However,
it can be seen in Figures 6 and 7 that this increase is
not linear. This comes from the fact that vehicles have a
capacity limitation since they are equipped with single-radio
transceivers and cannot receive more than one unit of data at
a time. Therefore, requests with the size of more than one
unit of data must be received in different time slots. If some
parts of the request cannot be transferred to the next RSU, it is
more likely that they will be served when the vehicle is farther
from the RSU. Since the communication cost is nonlinear, the
service cost increases at a nonlinear rate. Also, the increase in
the request size requires more network capacity and as a result,
both algorithms open more RSUs. The MCRC algorithm opens
more RSUs to moderate the service cost increase. In Figure
7, the MCRC algorithm also switches to solar-powered RSUs
to take advantage of their low service cost.

In terms of request drop ratio, the MCRC algorithm shows
better performance as before. In both algorithms, the request
drop ratio increases rapidly with the request size. Even after
a request size of 8, the lower bound and offline LP drops
requests.

3) The Effect of the Request Arrival Rate: In this section,
the effect of the request arrival rate on the MCRC algorithm
performance is investigated. For the per RSU capital cost and
the vehicle arrival rate, the same values are selected as in
section V-2. Figures 8 and 9 show the results of the single-
choice and multiple-choice RSU placements, respectively.

To evaluate the MCRC algorithm, we increase the rate by
which vehicles generate their requests from 0.0025 requests
per time slot to 0.015. All vehicles have the same request
arrival rate and each request has a size of 8. The results are
similar to the results of Section V-2 and the same arguments
apply here. There is only one significant difference, i.e., the
rate that the service cost increases, as shown in Figures 8
and 9. The service cost increases almost linearly with the
request arrival rate, since there is more flexibility for load
balancing. In Section V-2, the request arrival rate was fixed
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and we increased the size of the requests. However, in this
case we fix the request size and increase the request arrival
rate.

4) The Effect of the Request Time-to-Live (Deadline): The
effect of the request time-to-live (TTL) on the MCRC algo-
rithm is evaluated in this section. These results are presented
in Figures 10 and 11. The single RSU capital cost factor is 10,
the vehicle arrival rate is 2 per time slot, the request arrival
rate is 0.0125 requests per time slot, and the request size is 8.

The request TTL is the time duration that a request is valid
and can be served. In this section, we change the request TTL
from 20 time slots to 160. It can be seen from Figures 10 and
11 that as the request TTL increases, the RSU deployment
cost, mainly because of the service cost, decreases. In the
lowest TTL value, both algorithms in both the single-choice
and multiple-choice RSU placement case, open RSUs at all
candidate site locations. This is because the short TTL does
not allow any request transfer between RSUs for the purpose
of load concentration. In this case, the request TTL is shorter
than the travelling time of a vehicle inside the coverage area
of an RSU. However, as requests become more delay tolerant,
the MCRC algorithm transfers more requests between RSUs,
so that it can both reduce the number of opened RSUs and also
serve more requests at their energy favourable positions. As a
result, the opening cost and the service cost, and consequently,
the total cost of RSU deployment decreases. Similar to the
previous sections, the MCRC algorithm shows its advantage
in the multiple-choice RSU placement by selecting more solar-
powered RSUs over grid-powered RSUs.

5) The Effect of the Vehicle Arrival Rate: The effect of
the vehicle arrival rate on the RSU placement algorithms was
briefly discussed in V-1. In this section, we further evaluate
this effect. The single RSU capital cost factor is 10, the vehicle
arrival rate is 2 per time slot, the request arrival rate is 0.0125
requests per time slot, the request size is 8, and the request
TTL is 40 time slots. Figures 12 and 13 show the results
for the single-choice and multiple-choice RSU placements,
respectively. The vehicle arrival rate is changed from 0.5
vehicles per time slot to 2.5 vehicles per time slot.

It can be seen in Figures 12 and 13 that the MCRC algo-
rithm is as good as MCCP in single-choice RSU placement,
but not in the multiple-choice case. Similar to the previous
results, when the data traffic load is low, the integrality gap be-
tween the fractional solution and the rounded solution pushes
the opening cost of the MCRC algorithm to higher values.
However, as the vehicle arrival rate increases, it balances the
load between more RSUs. Specially, in Figure 13, as the
service cost increases, the MCRC algorithm switches to more
solar-powered RSUs, which brings down the service cost and
consequently, improves the total cost of the deployment. The
results also show that the request drop ratio increases rapidly
after the vehicle arrival rate of 1.5 vehicles per time slot. Also,
after 2 vehicles per time slot, the offline LP starts to drop more
requests. In these results, the MCRC algorithm has a smaller
request drop ratio than the MCCP algorithm.
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VI. CONCLUSIONS

In this paper we have considered the problem of road-
side unit (RSU) placement so that the sum of installation and
operating costs is minimized. In this type of system, the total
cost is a function of both capital expenditure (CAPEX) instal-
lation/opening costs, and long-term energy operating (OPEX)
costs. An integer linear program (ILP) was first formulated that
gives the minimum cost placement using a given set of inputs.
This was used as a lower bound on total cost and is attainable
for small problem sizes where the solution complexity is
reasonable. To address larger problems, an algorithm was
then proposed that solves a relaxed version of the ILP and
uses a novel rounding procedure to obtain RSU placements,
referred to as Minimum Cost Route Clustering (MCRC).
The placement decisions take into account the service costs
associated with the energy used to operate the RSUs, which
is done using a minimum energy online scheduler.

The performance of MCRC algorithm was investigated
in different scenarios, where per RSU capital cost, request
parameters (such as arrival rate, size, and time-to-live), and
vehicle arrival rate were changed. MCRC was compared the
Minimum Capital Cost Placement (MCCP) algorithm that
generates RSU placements that only minimize capital costs.
As was discussed in Section V, MCRC outperforms MCCP
in RSU deployment cost and it has less request drop ratio. In
contrast to the MCCP algorithm, which is insensitive to the
service cost, the MCRC algorithm creates a balance between
the opening and service cost components. As a result, for
different per RSU capital costs, MCRC outperforms MCCP
through load concentration and load balancing, whichever is
more appropriate. Since MCRC is an LP-based approxima-
tion algorithm, for very expensive per RSU capital costs, it
looses its advantages to MCCP because of the high integrality
gap. As we increase the size of the vehicle requests, the
MCRC algorithm shows a slight advantage over the MCCP
algorithm. However, in multiple-choice RSU placement, the
MCRC algorithm significantly outperforms MCCP. Similar
results were found as the request arrival rate and vehicle arrival
rate were increased. By increasing the request time-to-live
(i.e., extending the request deadline), the RSU deployment
cost decreases through better load concentration. The MCRC
algorithm also shows its advantage in the multiple-choice RSU
placement case by selecting more solar-powered RSUs over
grid-powered RSUs, where appropriate.
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