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Abstract

We present a unified representation theorem for the Drazin inverse of linear oper-

ators in Hilbert space and a general error bound. Five specific expressions, computa-

tional procedures, and their error bounds for the Drazin inverse are uniformly derived

from the unified representation theorem.
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1. Introduction

In 1958, Drazin [7] introduced a generalized inverse of an element in an

associative ring or a semigroups. It is defined as follows.
Let S be an algebraic semigroup (or associative ring). Then an element a 2 S

is said to have a Drazin inverse, or to be Drazin invertible [7] if there exists

x 2 S such that

akþ1x ¼ ak; xax ¼ x; ax ¼ xa: ð1:1Þ
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If a has a Drazin inverse, then the smallest non-negative integer k in (1.1) is

called the index, denoted by IndðaÞ, of a. For any a, there is at most one x such
that (1.1) holds. The unique x is denoted by aD and called the Drazin inverse of

a. The Drazin inverse does not have the reflexivity property, but it commutes

with the element as shown in (1.1).

In particular, when IndðaÞ ¼ 1, the x satisfying (1.1) is called the group

inverse of a and denoted by x ¼ a#.

The Drazin inverse has various applications in the areas such as singular

differential and difference equations and Markov chain [2–4,6,10,12,15,16,18–

21].
In this paper, we present a unified representation of the Drazin inverse in

Hilbert space and a general error bound. For a sequence of continuous real

valued functions converging to 1=x, we can represent the Drazin inverse TD as

the limit of a sequence of corresponding functions of the operator T. Then, we

apply the unified representation and the error bound to five special cases and

derive five computational methods for the Drazin inverse and their error

bounds. These results are analogous to those of the Moore–Penrose inverse [8].

We conclude this section by introducing some notations and basic properties
of the Drazin inverse.

Let X and Y be infinite-dimensional complex Hilbert spaces. We denote the

set of bounded linear operators from X into Y by BðX ; Y Þ. In this paper, we

consider linear operators in BðX Þ ¼ BðX ;X Þ. For T in BðX Þ, NðT Þ and RðT Þ
denote the null space and the range space of T, respectively.

The spectrum of T is denoted by rðT Þ and the spectral radius by qðT Þ. The

notation k � k stands for the spectral norm.

Recall that ascðT Þ ðdesðT ÞÞ, the ascent (descent) of T 2 BðX Þ, is the smallest
non-negative integer n such that

NðT nÞ ¼ NðT nþ1ÞðRðT nÞ ¼ RðT nþ1ÞÞ:

If no such n exists, then ascðT Þ ¼ 1 (desðT Þ ¼ 1). A square matrix always has

its Drazin inverse. An operator T 2 BðX Þ has its Drazin inverse TD if and only
if it has finite ascent and descent [9,11,14]. In such a case,

IndðT Þ ¼ ascðT Þ ¼ desðT Þ ¼ k:

2. A unified representation of Drazin inverse

In this section we present a unified representation theorem for the Drazin
inverse of a linear operator in Hilbert space. We also give a general error

bound for the approximation of the Drazin inverse. The key to the represen-

tation theorem is the following lemma.
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Lemma 2.1. Let T 2 BðX Þ with IndðT Þ ¼ k and RðT kÞ closed. Then

TD ¼ ~TT	1T kT 
2kþ1

T k;

where ~TT ¼ ðT kT 
2kþ1

T kþ1ÞjRðT kÞ is the restriction of T kT 
2kþ1

T kþ1 on RðT kÞ.

Proof. It follows from [3, p. 247] that

TD ¼ T kðT 2kþ1ÞyT k;

where ðT 2kþ1Þy is the Moore–Penrose inverse of T 2kþ1. Also, it is easy to prove

that

RðT kT 
2kþ1

T kÞ ¼ RðTDÞ and NðT kT 
2kþ1

T kÞ ¼ NðTDÞ:

The conclusion then follows from Theorem 2 in [18] and Lemma 3.1 in

[20]. �

The above lemma is a generalization of a result in [10] in that the conditions

NðT kÞ 
 NðT k
 Þ and RðT kÞ 
 RðT k
 Þ required in [10] are removed. Also, this

lemma generalizes Corollary 2.1 in [6] from matrices to linear operators.

Now we are ready to present the representation theorem.

Theorem 2.2. Let T 2 BðX Þ with IndðT Þ ¼ k and RðT kÞ closed, and define
~TT ¼ ðT kT 
2kþ1

T kþ1ÞjRðT kÞ: If X is an open set such that rð ~TT Þ � X � ð0;1Þ
and fSnðxÞg is a sequence of continuous real valued functions on X with
limn!1 SnðxÞ ¼ 1=x uniformly on rð ~TT Þ, then

TD ¼ lim
n!1

Snð~TT ÞT kT 
2kþ1

T k: ð2:1Þ

Furthermore, for any e > 0; there is a operator norm k � k
 on X such that

kSnð~TT ÞT kT 
2kþ1
T k 	 TDk


kTDk

6 max

x2rð ~TT Þ
jSnðxÞx	 1j þ OðeÞ: ð2:2Þ

Proof. It follows from [1] that

rðT kT 
2kþ1

T kþ1Þ ¼ r½ðT 2kþ1Þ
ðT 2kþ1Þ�

is non-negative. Thus, the spectrum of ~TT is positive since ~TT is non-singular.

Using Theorem 10.27 in [17], we have

lim
n!1

Snð ~TT Þ ¼ ~TT	1

uniformly in BðRðT kÞÞ.
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It then follows from Lemma 2.1 that

lim
n!1

Snð ~TT ÞT kT 
2kþ1

T k ¼ ~TT	1T kT 
2kþ1

T k ¼ TD:

To obtain the error bound (2.2), we note that T kT 
2kþ1
T k ¼ ~TTTD. Therefore,

Snð~TT ÞT kT 
2kþ1

T k 	 TD ¼ ½Snð~TT Þ~TT 	 I �TD:

Also, for any e > 0, there is an operator norm k � k
 such that kT k
 6 qðT Þ þ e.
See [5, p. 77]. Thus

kSnð~TT ÞT kT 
2kþ1

T k 	 TDk
 6 kSnð ~TT Þ ~TT 	 Ik
kTDk


6 max
x2rð ~TT Þ

jSnðxÞx
"

	 1j þ OðeÞ
#
kTDk
;

which completes the proof. �

In the above theorem, we relax the restriction on the spectrum of T and

extend the main results in [12,21].

In the following section, we apply the above unified representation (2.1) of

the Drazin inverse and the general error bound (2.2) to five specific cases. In

deriving the specific error bounds, we need lower and upper bounds for rð ~TT Þ
given by the following theorem.

Theorem 2.3. Let T 2 BðX Þ with IndðT Þ ¼ k and RðT kÞ closed, and define
~TT ¼ ðT kT 
2kþ1

T kþ1ÞjRðT kÞ; then for each k 2 rð ~TT Þ,

kðT 2kþ1Þyk	2
6 k6 kT k4kþ2

:

Proof. For any k 2 rð ~TT Þ,

0 < k 2 rð ~TT Þ 
 rðT kT 
2kþ1

T kþ1Þ ¼ r½ðT 2kþ1Þ
ðT 2kþ1Þ�:

It is obvious that

IndððT 2kþ1Þ
T 2kþ1Þ ¼ 1

and

1=k 2 rð½ðT 2kþ1Þ
T 2kþ1�#Þ ¼ rð½ðT 2kþ1Þ
T 2kþ1�yÞ ¼ r½ðT 2kþ1ÞyðT 2kþ1Þy


�:

It then follows that

1=k6 kðT 2kþ1ÞyðT 2kþ1Þy


k ¼ kT 2kþ1k2

;

i.e.,

kP kðT 2kþ1Þyk	2
:

80 Y. Wei, S. Qiao / Appl. Math. Comput. 138 (2003) 77–89



On the other hand, since

kT kT 
2kþ1

T kþ1kP kðT kT 
2kþ1

T kþ1ÞjRðT kÞk;

we get k ~TT k6 kTk4kþ2
: Thus k6 kTk4kþ2

for all k 2 rð ~TT Þ. �

3. Approximations of the Drazin inverse in Hilbert space

In this section, we apply Theorem 2.2 to five specific cases to derive five
specific representations and five computational procedures for the Drazin in-

verse in Hilbert space and their corresponding error bounds.

3.1. Euler–Knopp method

Consider the following sequence:

SnðxÞ ¼ a
Xn
j¼0

ð1 	 axÞj;

which can be viewed as the Euler–Knopp transform of the series
P1

n¼0ð1 	 xÞn.
Clearly limn!1 SnðxÞ ¼ 1=x uniformly on any compact subset of the set

Ea ¼ fx : j1 	 axj < 1g ¼ fx : 0 < x < 2=ag:

By Theorem 2.3, we get

rð~TT Þ 
 kðT 2kþ1Þyk	2
; kTk4kþ2

h i

 ð0; kTk4kþ2�:

If we choose the parameter a, 0 < a < 2kTk	ð4kþ2Þ
, such that ð0; kTk4kþ2� 
 Ea,

then we have the following representation of the Drazin inverse:

TD ¼ a
X1
n¼0

ðI 	 aT kT 
2kþ1

T kþ1ÞnT kT 
2kþ1

T k:

Setting

Tn ¼ a
Xn
j¼0

ðI 	 aT kT 
2kþ1

T kþ1ÞjT kT 
2kþ1

T k;

we have the following iterative procedure for the Drazin inverse:

T0 ¼ aT kT 
2kþ1

T k; Tnþ1 ¼ ðI 	 aT kT 
2kþ1

T kþ1ÞTn þ aT kT 
2kþ1

T k: ð3:1Þ

For the error bound, we note that the sequence fSnðxÞg satisfies

Snþ1ðxÞx	 1 ¼ ð1 	 axÞðSnðxÞx	 1Þ:
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Thus

jSnðxÞx	 1j ¼ j1 	 axjnjS0ðxÞx	 1j ¼ j1 	 axjnþ1
:

If x 2 rð ~TT Þ and 0 < a < 2=kTk4kþ2
, then we see that j1 	 axj6 b < 1, where

b ¼ max j1
n

	 akTk4kþ2j; j1 	 akðT 2kþ1Þyk	2j
o
: ð3:2Þ

Therefore,

jSnðxÞx	 1j6bnþ1 ! 0 ðn ! 1Þ: ð3:3Þ

It follows from (3.3) and Theorem 2.2 that the error bound is

kTn 	 TDk

kTDk


6 bnþ1 þ OðeÞ: ð3:4Þ

In summary, we have the following corollary:

Corollary 3.1. Let T 2 BðX Þ with IndðT Þ ¼ k and RðT kÞ closed. Then the se-
quence fTng defined by (3.1) converges to TD, if 0 < a < 2=kTk4kþ2. The error
bound is given by (3.4).

3.2. Newton–Raphson method

To develop another iterative method, we regard 1=x as the root of the

function

sðyÞ ¼ y	1 	 x:

The Newton–Raphson method can be used to approximate this root. This is

done by generating a sequence fyng defined by

ynþ1 ¼ yn 	 sðynÞ=s0ðynÞ ¼ ynð2 	 xynÞ

for a suitable initial y0. Suppose that for a > 0, we define a sequence fSnðxÞg of

functions by

S0ðxÞ ¼ a; Snþ1ðxÞ ¼ SnðxÞ½2 	 xSnðxÞ�: ð3:5Þ

Clearly, the sequence (3.5) satisfies

xSnþ1ðxÞ 	 1 ¼ 	½xSnðxÞ 	 1�2:

Iterating on the above equality, we have

jxSnðxÞ 	 1j ¼ jax	 1j2
n

6 b2n ! 0; as n ! 1;

for 0 < a < 2=kTk4kþ2
, where b is given by (3.2).

One attractive feature of the Newton–Raphson method is its generally

quadratic rate of convergence. Using the above argument in conjunction with

Theorem 2.2, we see that the sequence fSnð~TT Þg defined by
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S0ð~TT Þ ¼ aI ; Snþ1ð ~TT Þ ¼ Snð~TT Þ½2I 	 ~TTSnð ~TT Þ�

has the property that limn!1 Snð ~TT ÞT kT 
2kþ1

T k ¼ TD. Setting Tn ¼ Snð ~TT ÞT k �
T 
2kþ1

T k, we have the following iterative procedure for the Drazin inverse:

T0 ¼ aT kT 
2kþ1

T k; Tnþ1 ¼ Tnð2I 	 TTnÞ: ð3:6Þ

The following corollary summarizes the Newton–Raphson method for the

Drazin inverse.

Corollary 3.2. Let T 2 BðX Þ with IndðT Þ ¼ k and RðT kÞ closed. Then the se-
quence fTng determined by (3.6) converges to TD, for 0 < a < 2=kTk4kþ2. Fur-
thermore the error bound is

kTn 	 TDk

kTDk


6 b2n þ OðeÞ:

3.3. Limit expression

The limit expression of the Drazin inverse was first given by Meyer [13], that

is, for k ¼ IndðT Þ it holds that TD ¼ limt!0þðtI þ T kþ1Þ	1T k. It can be rewritten

as [6]

TD ¼ lim
t!0þ

ðtI þ T kT 
2kþ1

T kþ1Þ	1T kT 
2kþ1

T k:

Setting StðxÞ ¼ ðt þ xÞ	1
(t > 0), for x 2 rð~TT Þ, we can derive the following error

bound for this method:

jxStðxÞ 	 1j ¼ t
xþ t

6
t

kðT 2kþ1Þyk	2 þ t
¼ kðT 2kþ1Þyk2t

1 þ kðT 2kþ1Þyk2t
:

Therefore, from Theorem 2.2 we have the following corollary.

Corollary 3.3. Let T 2 BðX Þ with IndðT Þ ¼ k and RðT kÞ closed. Then for t > 0,
the following holds:

kðtI þ T kT 
2kþ1
T kþ1Þ	1T kT 
2kþ1

T k 	 TDk

kTDk


6
kðT 2kþ1Þyk2t

1 þ kðT 2kþ1Þyk2t
þ OðeÞ:

The methods we have considered so far are based on approximating the
function f ðxÞ ¼ 1=x. Next, we will apply Theorem 2.2 to polynomial interpo-

lations of the function f ðxÞ ¼ 1=x to derive iterative methods for computing TD

and their corresponding asymptotic error bounds.
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3.4. Newton–Gregory interpolation

Let pnðxÞ denote the unique polynomial of degree n which interpolates the

function f ðxÞ ¼ 1=x at the points x ¼ 1; 2; . . . ; nþ 1, then the Newton–Gregory

interpolation formula gives the representation

pnðxÞ ¼
Xn
j¼0

x	 1

j

	 

Djf ð1Þ; ð3:7Þ

where D is the forward difference operator defined by

Df ðxÞ ¼ f ðxþ 1Þ 	 f ðxÞ; Djf ðxÞ ¼ DðDj	1f ÞðxÞ;

and

x
0

	 

¼ 1;

x	 1
j

	 

¼ ðx	 1Þðx	 2Þ � � � ðx	 jÞ

j!
:

It is not hard to see that when f ðxÞ ¼ 1=x, Djf ð1Þ ¼ ð	1Þj=ðjþ 1Þ. A routine

calculation shows that the interpolating polynomial (3.7) becomes

pnðxÞ ¼
Xn
j¼0

1

jþ 1

Yj	1

l¼0

1

	
	 x
lþ 1



; ð3:8Þ

where, by convention, the product term equals 1 when j ¼ 0. From the above

definition, it is easy to verify that

1 	 xpnðxÞ ¼
Yn
l¼0

1

	
	 x
lþ 1



:

Lemma 3.4. The polynomials pnðxÞ in (3.8) satisfy

lim
n!1

pnðxÞ ¼ x	1

uniformly on any compact subset of ð0;1Þ.

Proof. The proof is analogous to that of [3, pp. 220–232].

It follows from Theorem 2.2 and Lemma 3.4 that

TD ¼ lim
n!1

pnð ~TT ÞT kT 
2kþ1

T k:

In order to phrase this result in a form which is convenient for computation we

derive

pnþ1ðxÞ ¼ pnðxÞ þ
1

nþ 2

Yn
l¼0

1

	
	 x
lþ 1



¼ pnðxÞ þ

1

nþ 2
½1 	 xpnðxÞ�
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note that p0ðxÞ ¼ 1. Therefore, setting Tn ¼ pnð ~TT ÞT kT 
2kþ1

T k, we have the fol-

lowing iterative method for computing the Drazin inverse TD:

T0 ¼ T kT 
2kþ1

T k;

Tnþ1 ¼ pnþ1ð ~TT ÞT kT 
2kþ1

T k ¼ Tn þ
T0

nþ 2
ðI 	 TTnÞ: ð3:9Þ

To derive an asymptotic error bound for this method, note that for

x 2 rð~TT Þ 
 ½kðT 2kþ1Þyk	2
; kT k4kþ2�

and for lP L ¼ kT k4kþ2
, we have

1 	 x
lþ 1

6 expð	 x
lþ 1

Þ for all x 2 rð ~TT Þ:

Therefore,

Yn
l¼L

	
1 	 x

lþ 1



6 exp

 
	 x

Xn
l¼L

1

lþ 1

!
; nP L:

Also,

Xn
l¼L

1

lþ 1
P
Z nþ2

Lþ1

dt
t
¼ lnðnþ 2Þ 	 lnðLþ 1Þ

and hence

exp

 
	 x

Xn
l¼L

1

lþ 1

!
6 ðLþ 1Þxðnþ 2Þ	x ¼ ð1 þ kT k4kþ2Þxðnþ 2Þ	x

:

If we set the constant

c ¼ max
x2rð ~TT Þ

ð1
(

þ kTk4kþ2Þx
YL	1

l¼0

����1 	 x
lþ 1

����
)
;

then

j1 	 xpnðxÞj ¼
YL	1

l¼0

����1 	 x
lþ 1

����Yn
l¼L

����1 	 x
lþ 1

����6 cðnþ 2Þ	x
:

Finally, it follows from Theorem 2.2 that

kTn 	 TDk

kTDk


6 cðnþ 2Þ	kðT 2kþ1Þyk	2

þ OðeÞ; ð3:10Þ

for sufficiently large n. �
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We conclude Newton–Gregory interpolation method in the following corol-

lary.

Corollary 3.5. Let T 2 BðX Þ with IndðT Þ ¼ k and RðT kÞ closed, and define
~TT ¼ ðT kT 
2kþ1

T kþ1ÞjRðT kÞ. Then the sequence defined by (3.9) converges to TD and
the error bound is given by (3.10).

3.5. Hermite interpolation

We now take the natural next step of approximating the Drazin inverse TD

by Hermite interpolation of the function f ðxÞ ¼ 1=x and deriving its asymp-
totic error bound.

We seek the unique polynomial qnðxÞ of degree 2nþ 1 which satisfies

qnðiÞ ¼ 1=i; q0nðiÞ ¼ 	1=i2 ði ¼ 1; 2; . . . ; nþ 1Þ

then the Hermite interpolation formula yields the representation

qnðxÞ ¼
Xn
i¼0

½2ðiþ 1Þ 	 x�
Yi
l¼1

1 	 x
1 þ l

	 
2

: ð3:11Þ

Here, by convention, the product term equals 1 when i ¼ 0.

From the definition of qnðxÞ in (3.11), an inductive argument gives

1 	 xqnðxÞ ¼
Yn
l¼0

1

	
	 x
lþ 1


2

:

Lemma 3.6. The polynomials qnðxÞ in (3.11) satisfy

lim
n!1

qnðxÞ ¼ 1=x

uniformly on any compact subset in ð0;1Þ.

Proof. The proof is analogous to that of [3, pp. 220–232].

It follows from Theorem 2.2 and Lemma 3.6 that TD ¼ limn!1 qnð ~TT ÞT k �
T 
2kþ1

T k. Letting

q0ðxÞ ¼ 2 	 x;
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qnþ1ðxÞ ¼ qnðxÞ þ ½2ðnþ 2Þ 	 x�
Ynþ1

l¼1

l	 x
lþ 1

	 
2

¼ qnðxÞ þ ½2ðnþ 2Þ 	 x�
Yn
l¼0

1 þ l	 x
1 þ l

	 
2
,

ðnþ 2Þ2

¼ qnðxÞ þ
1

nþ 2
2

	
	 x
nþ 2



½1 	 xqnðxÞ�

and

Tn ¼ qnð~TT ÞT kT 
2kþ1

T k;

we can deduce the following iterative method for computing the Drazin inverse

TD:

T0 ¼ ð2I 	MT ÞM ;

Tnþ1 ¼ Tn þ
1

nþ 2
2I
	

	 1

nþ 2
MT


MðI 	 TTnÞ; ð3:12Þ

where M ¼ T kT 
2kþ1
T k or ~TT ¼ MT :

Similar to Newton–Gregory interpolation method, we can establish the error

bound as follows. For lP L ¼ kT k4kþ2
and x 2 rð~TT Þ 
 ½kðT 2kþ1Þyk	2

; kT k4kþ2�,
we have

Yn
l¼L

1

	
	 x
lþ 1


2

6 ð1 þ kTk4kþ2Þ2xðnþ 2Þ	2x
:

Let the constant

d ¼ max
x2rð ~TT Þ

ð1 þ kT k4kþ2Þ2x
YL	1

l¼0

1

	
	 x
lþ 1


2

:

Then

j1 	 xqnðxÞj ¼
YL	1

l¼0

1

	
	 x
lþ 1


2Yn
l¼L

1

	
	 x
lþ 1


2

6 dðnþ 2Þ	2x
:

By Theorem 2.2, we arrive at the error bound:

kTn 	 TDk

kTDk


6 dðnþ 2Þ	2kðT 2kþ1Þyk	2

þ OðeÞ; ð3:13Þ

for sufficiently large n. �
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The following corollary summarizes the Hermite interpolation method.

Corollary 3.7. Let T 2 BðX Þ with IndðT Þ ¼ k and RðT kÞ closed, and define
~TT ¼ ðT kT 
2kþ1

T kþ1ÞjRðT kÞ. Then the sequence fTng defined by (3.12) converges to
TD. Each approximation Tn has the error bound (3.13).
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