
BIT Numerical Mathematics (2006)

Published online: 6 March 2006 – c© Springer 2006
DOI: 10.1007/s10543-006-0049-0

CONDITION NUMBERS FOR STRUCTURED
LEAST SQUARES PROBLEMS�

W. XU1, Y. WEI2 and S. QIAO1,��

1Department of Computing and Software, McMaster University Hamilton,
Ontario, L8S 4L7, Canada.

emails: {xuw5,qiao}@mcmaster.ca
2School of Mathematical Sciences, Fudan University Shanghai, 200433, P.R. China.
Key Laboratory of Mathematics for Nonlinear Sciences (Fudan University),

Ministry of Education, Shanghai, 200433, P.R. China.
email: ymwei@fudan.edu.cn

Abstract.

This paper studies the normwise perturbation theory for structured least squares
problems. The structures under investigation are symmetric, persymmetric, skewsym-
metric, Toeplitz and Hankel. We present the condition numbers for structured least
squares.
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1 Introduction.

A condition number is a measurement of the sensitivity of a problem to the
perturbations in the data. In the problem of solving the linear system

Ax = b,

where A ∈ Rn×n and is nonsingular and b ∈ Rn, the condition number measures
the sensitivity of the solution x to the perturbations in A and b. Suppose that
the perturbations in A and b are ∆A, ‖∆A‖ ≤ ε‖A‖, and ∆b, ‖∆b‖ ≤ ε‖b‖,
respectively and A +∆A is nonsingular. Note that, in this paper, ‖ · ‖ denotes
the 2-norm of a vector or the spectral norm of a matrix. If y is the solution of
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the perturbed system (A+∆A)y = b+∆b, then

‖x− y‖

‖x‖
≤ κ1

ε

1− ε‖A−1‖ ‖A‖

if ε‖A−1‖ ‖A‖ < 1 [6, p. 120], where the condition number

κ1 := ‖A
−1‖ ‖A‖+

‖A−1‖ ‖b‖

‖x‖
≤ 2‖A−1‖ ‖A‖.

As shown above, the condition number κ1 is the linear term in the relative
error in the solution x for small ε. Thus we have the following definition of the
condition number for a nonsingular linear system [6, p. 121]:

κ1 := lim
ε→0
sup

{
‖∆x‖

ε‖x‖
: (A+∆A)(x+∆x) = b+∆b,

‖∆A‖ ≤ ε‖A‖, ‖∆b‖ ≤ ε‖b‖

}
.

When A is structured, for example, symmetric or Toeplitz, it is reasonable
to require that the perturbation ∆A have the same structure. Denoting the
structure as S, we have the following definition of the condition number for
a structured linear system:

κS1 := lim
ε→0
sup

{
‖∆x‖

ε‖x‖
: (A +∆A)(x+∆x) = b+∆b,

A,∆A ∈ S, ‖∆A‖ ≤ ε‖A‖, ‖∆b‖ ≤ ε‖b‖

}
.(1.1)

Rump [8] presents a perturbation theory for structured linear systems and
gives tight upper bounds for the condition numbers for structured matrices such
as symmetric, persymmetric, skewsymmetric, circulant, Toeplitz, and Hankel.
In this paper, we consider a general case, the least squares problem:

‖Ax− b‖ = min.(1.2)

The least norm least squares solution is x = A+b, where A+ is the Moore–
Penrose inverse of A [4, 10], the unique matrix satisfying

AA+A = A, A+AA+ = A+, (AA+)H = AA+, (A+A)H = A+A.

Let y be the least norm solution of the perturbed least squares problem

‖(A+∆A)y − (b+∆b)‖ = min,

then [6, p. 382]

‖x− y‖

‖x‖
≤

ε‖A‖ ‖A+‖

1− ε‖A‖ ‖A+‖

(
2 + (‖A‖ ‖A+‖+ 1)

‖Ax− b‖

‖A‖ ‖x‖

)
.
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To simplify the discussion, we assume the residual Ax − b is small. Thus the
condition number is approximately 2 ‖A‖ ‖A+‖. Furthermore, to make the con-
dition number for the least squares analogous to the condition number κ1 for
linear systems, we consider a lower bound

κ := ‖A+‖ ‖A‖+ ‖A+‖
‖Ax‖

‖x‖
≤ 2 ‖A‖ ‖A+‖.(1.3)

For no perturbation on the right hand side, we define

κ0 := ‖A
+‖ ‖A‖.(1.4)

This paper studies the condition numbers for structured least squares prob-
lems. In Section 2, we define the condition number for structured least squares
problems, derive bounds for the condition number, and give a general expression
of the condition number. We then discuss special structures. The condition num-
ber for symmetric, persymmetric, and skewsymmetric least squares problems is
discussed in Section 3. Matrices like circulant or Toeplitz have fewer number
of independent entries than symmetric matrices. In Section 4, by exploiting the
structures, we present a general expression of the condition number for those
more structured least squares problems. The specific cases of circulant, symmet-
ric Toeplitz, and Hankel are shown in Sections 5, 6, and 7 respectively. Finally,
in Section 8, we present the condition number for the generalized inversion of
matrices with structures: symmetric, skewsymmetric, and Hankel.

2 General case.

When the matrix A in the least squares problem (1.2) is structured, it is
reasonable to assume that the perturbation ∆A have the same structure. Fol-
lowing the definition (1.1) of the condition number κS1 for structured linear
systems, we define the condition number

κS := lim
ε→0
sup

{
‖∆x‖

ε‖x‖
: ‖(A+∆A)(x+∆x) − (b+∆b)‖ = min,

A,∆A ∈ S, ‖∆A‖ ≤ ε‖A‖, ‖∆b‖ ≤ ε‖b‖

}
(2.1)

for structured least squares problems.
In our analysis, in addition to the structure requirement, we assume that the
perturbation ∆A satisfies the conditions:

Range(∆A) ⊆ Range(A) and Range((∆A)T) ⊆ Range(AT).(2.2)

In that sense, our analysis, different from the linear system case where A is
assumed nonsingular, is “non-standard”. Equivalent to (2.2), AA+∆A = ∆A
and A+A(∆A)T = (∆A)T, then we have [1]

(A+∆A)+ = A+ −A+(∆A)A+ +O(ε2).(2.3)
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Here is an example of two singular matrices A and ∆A satisfying the conditions
(2.2) and having the same Toeplitz structure:

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 5 4 3 2 1
2 1 5 4 3 2
3 2 1 5 4 3
4 3 2 1 5 4
5 4 3 2 1 5
1 5 4 3 2 1

⎤
⎥⎥⎥⎥⎥⎥⎦
, ∆A =

⎡
⎢⎢⎢⎢⎢⎢⎣

ε1 ε5 ε4 ε3 ε2 ε1
ε2 ε1 ε5 ε4 ε3 ε2
ε3 ε2 ε1 ε5 ε4 ε3
ε4 ε3 ε2 ε1 ε5 ε4
ε5 ε4 ε3 ε2 ε1 ε5
ε1 ε5 ε4 ε3 ε2 ε1

⎤
⎥⎥⎥⎥⎥⎥⎦
,

where ε1 = 0.153×10−4, ε2 = 7.468×10−4, ε3 = 4.451×10−4, ε4 = 9.318×10−4,
and ε5 = 4.660× 10−4.
If ∆A satisfies the conditions (2.2), from (2.3), we get

x+∆x = (A+∆A)+(b+∆b)

= x+A+∆b−A+(∆A)A+b+O(ε2).

It then follows that

∆x ≈ −A+(∆Ax−∆b).(2.4)

In particular, when

∆b = −
‖b‖

‖A‖ ‖x‖
∆Ax,(2.5)

then (2.4) turns into

∆x ≈ −A+∆Ax

(
1 +

‖b‖

‖A‖ ‖x‖

)
.(2.6)

Substituting ∆x in (2.1) with (2.6) for the particular ∆b in (2.5), we get

κS ≥
‖A+∆Ax‖

ε‖A‖ ‖x‖

(
‖A‖+

‖b‖

‖x‖

)
.(2.7)

This motivates us to define a matrix E in ∆A = ε‖A‖E, i.e., the linear term in
the relative error in A, and a quantity

ϕ := sup{‖A+Ex‖ : ‖Ax− b‖ = min, A,E ∈ S, ‖E‖ ≤ 1},(2.8)

provided that E satisfies the conditions

Range(E) ⊆ Range(A) and Range(ET) ⊆ Range(AT),(2.9)

which implies that ∆A satisfies the conditions (2.2). Thus, combining (2.7) and
(2.8), we have a lower bound

κS ≥
ϕ

‖x‖

(
‖A‖+

‖b‖

‖x‖

)
.
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On the other hand, it follows from (2.1) and (2.4) that

κS ≤ ‖A+‖ ‖A‖+ ‖A+‖
‖b‖

‖x‖
.

Putting two bounds together, we have

ϕ

‖x‖

(
‖A‖+

‖b‖

‖x‖

)
≤ κS ≤ ‖A+‖ ‖A‖+ ‖A+‖

‖b‖

‖x‖
.(2.10)

Especially, when ϕ = ‖A+‖ ‖x‖, the equalities in (2.10) can be attained, that is

κS = ‖A+‖ ‖A‖+ ‖A+‖
‖b‖

‖x‖
≈ ‖A+‖ ‖A‖+ ‖A+‖

‖Ax‖

‖x‖
.

Since (1.3) is a lower bound for κ, the ratio κS/κ is always approximately less
than or equal to 1. In the following, we construct a matrix E in (2.8) so that
ϕ = ‖A+‖ ‖x‖.
Suppose that

A = U

[
D 0

0 0

]
V T

is the singular value decomposition (SVD) of A and rank(A) = r. We construct
E = yxT/‖x‖, where x = A+b and y = ur, the rth column of U . Obviously,
‖E‖ ≤ 1. Then

‖A+y‖ =

∥∥∥∥V
[
D−1 0

0 0

]
UTur

∥∥∥∥ = ‖A+‖.
Consequently,

ϕ = sup ‖A+Ex‖ = sup ‖A+y‖ ‖x‖ = ‖A+‖ ‖x‖.

The two conditions (2.9) can be verified by

AA+E = U

[
I 0

0 0

]
UTurx

T
/
‖x‖ = urx

T
/
‖x‖ = E

and

A+A ET = A+AxuTr
/
‖x‖ = A+AA+buTr

/
‖x‖ = xuTr

/
‖x‖ = ET.

Note that, so far, we have not specified any structures for S. So, it is not sur-
prising that we cannot improve on κ. In the following sections, we will show that
for some structures κS is smaller than κ, since ϕ can be smaller than ‖A+‖ ‖x‖.
We introduce a parameter in the relation between κS and ϕ. As we know, for
any two vectors u and v,

(‖u‖+ ‖v‖)/
√
2 ≤
√
‖u‖2 + ‖v‖2 ≤ max(‖u+ v‖, ‖u− v‖) ≤ ‖u‖+ ‖v‖.
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Introducing a parameter c, 1/
√
2 ≤ c ≤ 1, we have

max(‖u+ v‖, ‖u− v‖) = c (‖u‖+ ‖v‖).

Applying the above equation to (2.4), we get

‖∆x‖ ≈ c (‖A+∆Ax‖+ ‖A+∆b‖),

for 1/
√
2 ≤ c ≤ 1, since we are free in choosing the sign of ∆b. Consequently,

in (2.1),

‖∆x‖

ε‖x‖
≈ c

(
‖A+∆Ax‖

ε‖x‖
+
‖A+∆b‖

ε‖x‖

)
= c

(
‖A‖ ‖A+Ex‖

‖x‖
+
‖A+∆b‖

ε‖x‖

)
.

To eliminate ε in the above expression, on the one hand, obviously, we have

‖A+∆b‖

ε‖x‖
≤
ε‖A+‖ ‖b‖

ε‖x‖
= ‖A+‖

‖b‖

‖x‖
.

On the other hand, if we set ∆b = ε‖b‖y, where y is a unit norm vector such
that ‖A+y‖ = ‖A+‖, then for this particular ∆b we have

‖A+∆b‖

ε‖x‖
=
ε‖A+y‖ ‖b‖

ε‖x‖
= ‖A+‖

‖b‖

‖x‖
.

Using the definitions (2.1) and (2.8) of κS and ϕ respectively, we have the fol-
lowing theorem.

Theorem 2.1. Using the notations given above, the structured condition num-
ber

κS = c

(
ϕ
‖A‖

‖x‖
+ ‖A+‖

‖b‖

‖x‖

)
,(2.11)

where 1/
√
2 ≤ c ≤ 1. For no perturbation on the right hand side we have

κS0 = ϕ
‖A‖

‖x‖
.

So, we focus our analysis of structured condition numbers to the analysis of ϕ.
In the following sections, we discuss the condition numbers for specific structured
matrices based on the general results presented in this section.

3 Symmetric, persymmetric and skewsymmetric.

In this section, we discuss the following structures: symmetric, persymmet-
ric, and skewsymmetric. We show that there is no improvement on the con-
dition number. In other words, κS= κ when S = {symmetric, persymmetric, and
skewsymmetric}. We first restate a lemma from [8].
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Lemma 3.1 ([8]). Let S = {symmetric, persymmetric} and x,y ∈ Rn such
that ‖x‖ = ‖y‖ = 1, then there exits an n-by-n matrix A ∈ S with

y = Ax and ‖A‖ = 1.(3.1)

If, in addition, yTx = 0, then there exists a skewsymmetric A satisfying (3.1).

If A is persymmetric, then JA is symmetric, where J is the permutation matrix

J :=

⎡
⎣ 0 1

. .
.

1 0

⎤
⎦ .(3.2)

Thus, the following lemma implies that symmetric and persymmetric least
squares problems have the same value of ϕ, thus same condition number.

Lemma 3.2. The least squares problems

‖Ax− b‖ = min and ‖JAx− Jb‖ = min

have the same value of ϕ.

Proof. Obviously, ‖E‖ = ‖JE‖ and if E and A have the same structure,
then JE and JA have the same structure. It can be verified that (JA)+ = A+J .
We then get ‖A+Ex‖ = ‖(JA)+(JE)x‖,

AA+E = E ⇔ (JA)(JA)+(JE) = JE,

and

A+AET = ET ⇔ (JA)+(JA)(JE)T = (JE)T.

This completes the proof.

Then we present our result.

Theorem 3.3. For the structure S = {symmetric, persymmetric, skewsym-
metric},

κS = κ.

Proof. From (2.10), we only need to show that ϕ = ‖A+‖ ‖x‖ when S =
{symmetric, persymmetric, skewsymmetric}. Since, from Lemma 3.2, sym-
metric and persymmetric have the same condition number, we consider two
cases: symmetric and skewsymmetric.

Case 1 (symmetric). Let r = rank(A) and

A = V

[
Σr 0

0 0

]
V T

be the SVD of A. We partition V = [V1 V2], where V1 consists of the first r
columns of V . Then

A+ = [V1 V2]

[
Σ−1r 0

0 0

] [
V T1
V T2

]



W. XU, Y. WEI AND S. QIAO

is the SVD of A+ and it has a short form A+ = V1Σ
−1
r V

T
1 . Thus∥∥V T1 x∥∥ = ∥∥V T1 A+b∥∥ = ∥∥Σ−1r V T1 b∥∥ = ∥∥V1Σ−1r V T1 b∥∥ = ‖x‖.

Applying Lemma 3.1 to the vectors V T1 x/‖x‖ and er, the rth column of the

identity matrix, we have a symmetric matrix Ê such that

ÊV T1 x
/
‖x‖ = er and ‖Ê‖ = 1.

Let E = V1ÊV
T
1 , then E is symmetric and

‖A+Ex‖ =
∥∥A+V1er∥∥ ‖x‖ = ∥∥V1Σ−1r er∥∥ ‖x‖ = ‖A+‖ ‖x‖.

Moreover, AA+E = (V1V
T
1 )(V1ÊV

T
1 ) = E and A

+AET = ET since A+A =
AA+ = V1V

T
1 and E is symmetric. This means that we have constructed a sym-

metric E in (2.8) so that ϕ = ‖A+‖ ‖x‖.

Case 2 (skewsymmetric). A matrix is skewsymmetric if A = −AT. It can be
verified that (AT)+ = (A+)T. So, A = −AT implies that

A+ = −(A+)T,(3.3)

in other words, A+ is also skewsymmetric. Consequently,

AA+ = −A(A+)T = (A+A)T = A+A.(3.4)

We know that the eigenvalues of a skewsymmetric matrix are either conjugate
pure imaginary or zero. Also, all the singular values of a skewsymmetric matrix
are of even multiplicity. Let

A = U

[
Σ 0

0 0

]
V T

be the SVD of A, then the SVD of A+ is

A+ = V

[
Σ−1 0

0 0

]
UT.

Partitioning U = [u1 u2 · · ·un], we assume that u1 and u2 are the singular
vectors corresponding to the largest singular value of A+. Thus, ‖A+u1‖ =
‖A+u2‖ = ‖A+‖. Set

y := η1u1 + η2u2.

If

η21 + η
2
2 = 1,(3.5)

then ‖y‖ = 1 and ‖A+y‖ = ‖A+‖. Next, we find a skewsymmetric matrix E
such that Ex/‖x‖ = y. It then follows that ‖A+Ex‖ = ‖A+y‖ ‖x‖ = ‖A+‖ ‖x‖.
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Denote the vector

a =

⎡
⎢⎣
α1
...
αn

⎤
⎥⎦ :=

[
Σ−1 0

0 0

]
V Tb,

then, from (3.3), we get

x = A+b = −(A+)Tb = −Ua.

It then follows that

xTy = −aTUTy = −α1η1 − α2η2.

Choosing η1 and η2 such that

α1η1 + α2η2 = 0,(3.6)

we have (x/‖x‖)Ty = 0. From Lemma 3.1, there exists a skewsymmetric mat-

rix Ê, such that ‖Ê‖ = 1 and Êx/‖x‖ = y provided that η1 and η2 satisfy (3.5)

and (3.6). Note that x = A+b = A+Ax. So, ÊA+Ax/‖x‖ = y. Define E :=

A+AÊA+A, it can be verified that E is skewsymmetric and ‖E‖ ≤ ‖Ê‖ = 1,
and also Ex/‖x‖ = A+Ay. Thus, from (3.4), we have

‖A+Ex‖ = ‖A+A+Ay‖ ‖x‖ = ‖A+y‖ ‖x‖ = ‖A+‖ ‖x‖.

Finally, we show that E satisfies the conditions (2.9):

AA+E = AA+ÊA+A = E,

which implies

A+AET = −AA+E = −E = ET,

since E is skewsymmetric.

4 Exploiting structures.

It is not surprising that we are unable to improve the condition numbers for
symmetric, persymmetric, and skewsymmetric structures. Those matrices have
O(n2) free entries, same magnitude order as an n-by-n general matrix. How-
ever, matrices like Toeplitz and Hankel have O(n) free entries. In this section,
we consider these structures. First, we group the structures according to their
condition numbers. A matrix T is symmetric Toeplitz if and only if JT (or TJ )
is persymmetric Hankel, where J is the permutation matrix in (3.2). Thus, from
Lemma 3.2, symmetric Toeplitz and persymmetric Hankel least squares prob-
lems have the same condition number. Also, Hankel and (general) Toeplitz least
squares problems have the same condition number since a matrix T is Toeplitz
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Table 4.1: The number of independent parameters for the structured matrices.

structure symmetric skewsymmetric circulant symmetric Hankel

Toeplitz

k (n2 + n)/2 (n2 − n)/2 n n 2n− 1

if and only if JT (or TJ ) is Hankel. In this section, we present a general result
on the condition number for the structures: circulant, symmetric Toeplitz, and
Hankel.
To exploit structures, we extract the independent entries of a matrix into
a vector p and decompose the matrix into a product of a matrix Φ representing
the structure of the matrix and the parameter vector p. Specifically, we denote
vec(A) as the vector of stacked columns of A, then the vector p is the subvector
of vec(A) consisting of the independent entries of A. The matrix Φ only contains
the information about the structure of A such that

vec(A) = Φp.(4.1)

For example, if A is an n-by-n Toeplitz matrix and n = 3:

A =

⎡
⎢⎣
t0 t−1 t−2

t1 t0 t−1

t2 t1 t0

⎤
⎥⎦ ,

then A has 2n− 1 independent entries and p is a (2n− 1)-vector:

p =

⎡
⎢⎢⎢⎢⎢⎣

t0

t1

t2

t−1

t−2

⎤
⎥⎥⎥⎥⎥⎦
,

which is the subvector of vec(A) consisting of the first 2n−1 independent entries.
The n2-by-(2n−1) matrix Φ, which is sparse and has entries 0 or 1, satisfies (4.1).
Table 4.1 shows the number k of independent parameters, or the dimensions of
the parameter vector p, for the matrices under investigation.
Now, a structured perturbation ∆A on a structured matrix A is determined
by a perturbation ∆p on the parameter vector p. Specifically, if vec(A) = Φp,
then vec(∆A) = Φ(∆p). To exploit structures, we replace the matrix E in (2.8)
with a k-vector t defined by t = ∆p/(ε ‖A‖). Recalling that E = ∆A/(ε ‖A‖),
we have vec(E) = Φt. The following lemma [8] establishes the relations between
‖E‖ (or ‖A‖) and ‖t‖ (or ‖p‖) for the structures under investigation.

Lemma 4.1 ([8]). Let vec(E) = Φt be the decomposition as described above,
then

α ‖E‖ ≤ ‖t‖ ≤ β ‖E‖,(4.2)
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Table 4.2: The constants α and β in (4.2) for the structures: circulant, symmetric
Toeplitz, and Hankel.

structures circulant symmetric Toeplitz Hankel

α 1/
√
n 1/

√
2n− 2 1/

√
n

β 1 1
√
2

where the constants α and β are given by Table 4.2. The upper bounds for all the
structures are sharp. The lower bound for circulant structure is sharp and the
lower bounds for symmetric Toeplitz and Hankel are sharp up to a factor of

√
2.

It follows from the above lemma that

{E ∈ S : vec(E) = Φt, ‖t‖ ≤ α}

⊆ {E ∈ S : ‖E‖ ≤ 1}(4.3)

⊆ {E ∈ S : vec(E) = Φt, ‖t‖ ≤ β}.

So, we can replace the condition ‖E‖ ≤ 1 with a condition on ‖t‖. Further,
in (2.8), we note that

Ex = (xT ⊗ I)vec(E) = (xT ⊗ I)Φt,

where xT ⊗ I is the Kronecker product. Defining an n-by-k matrix

Ψ := (xT ⊗ I)Φ,

which is independent of the perturbation ∆A, from (4.3), we have ϕ ≤
sup{‖A+Ψt‖ : ‖t‖ ≤ β} = β ‖A+Ψ‖. Thus we get

ϕ = γ ‖A+Ψ‖, for 0 ≤ γ ≤ β.

Because of the parameter γ, we may expect a smaller ϕ for the structures such
as circulant, symmetric Toeplitz, and Hankel. From (2.11), we have the following
result on the condition number for circulant, symmetric Toeplitz, and Hankel.

Theorem 4.2. For S = {circulant, symmetric Toeplitz, Hankel },

κS = c

(
γ ‖A+Ψ‖

‖A‖

‖x‖
+ ‖A+‖

‖b‖

‖x‖

)
,

where 1/
√
2 ≤ c ≤ 1 and 0 ≤ γ ≤ β for β given in Lemma 4.1. In the case of no

perturbation on the right hand side,

κS0 = γ ‖A
+Ψ‖

‖A‖

‖x‖
.

This implies the following ratios of the structured and unstructured condition
numbers.
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Corollary 4.3. For S = {circulant, symmetric Toeplitz, Hankel },

κS

κ
≥ (1/

√
2)

‖A+‖ ‖b‖/‖x‖

‖A+‖ ‖A‖+ ‖A+‖ ‖Ax‖/‖x‖
.

5 Circulant.

An n-by-n circulant matrix has the form:

C = circ(c0, c1, ..., cn−1) =

⎡
⎢⎢⎢⎢⎣

c0 c1 · · · cn−1

cn−1
. . .

. . .
...

...
. . .

. . . c1
c1 · · · cn−1 c0

⎤
⎥⎥⎥⎥⎦ .(5.1)

Circulant matrices have a number of remarkable properties [3]. In particular,
denote the circularly shift-up matrix

P =

⎡
⎢⎢⎢⎢⎣

0 1 0
...
. . .

. . .

0
. . .

. . . 1

1 0 · · · 0

⎤
⎥⎥⎥⎥⎦ ,

then the circulant matrix C in (5.1) can be written as

C =
n−1∑
k=0

ckP
k.

This polynomial representation implies that circulant matrices commute. Also,
C can be diagonalized by Fourier transformation: C = F−1DF , where F is
the discrete Fourier transformation and D is diagonal. It then follows that the
generalized inverse C+ is also circulant and the product of circulant matrices is
circulant. Particularly, if A is circulant, the AA+ is circulant. So, if we choose
E = AA+ in the definition (2.8) of ϕ, then ‖A+Ex‖ = ‖A+x‖, which implies
that ϕ ≥ ‖A+x‖. On the other hand, since both A+ and E are circulant, they
commute. Thus ‖A+Ex‖ = ‖EA+x‖ ≤ ‖A+x‖. Therefore,

ϕcirc = ‖A+x‖.(5.2)

Using the above value of ϕ in (2.11), we have the following result of the condition
number for the circulant least squares problem.

Theorem 5.1. For the circulant least squares problem, the condition number

κcirc = c

(
‖A+x‖

‖A‖

‖x‖
+ ‖A+‖

‖b‖

‖x‖

)
,
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where 1/
√
2 ≤ c ≤ 1. For no perturbation on the right hand side,

κcirc0 = ‖A+x‖
‖A‖

‖x‖

and, from (1.4),

κcirc0
κ0
=
‖A+x‖

‖A+‖ ‖x‖
≥

1

‖A+‖ ‖A‖
.

Proof. The last inequality follows from ‖x‖ ≤ ‖A‖ ‖A+x‖.

Before comparing the circulant condition number κcirc and the general condi-
tion number κ in (1.3), we give two lemmas. The first is from [8]. The second
gives a simple lower bound on κS .

Lemma 5.2 ([8]). For any n-by-n matrix A, n-vector z, and n-by-n circulant
matrix C,

‖AC‖ = ‖ACH‖ and ‖Cz‖ = ‖CHz‖.

Lemma 5.3. For an n-by-n matrix A and structure S, if

ϕ ≥ ω ‖(A+)Tx‖,(5.3)

for some nonnegative ω, then

κS ≥
√
2ω ‖A+‖ ‖A‖ .(5.4)

Proof. Since x is the least norm least squares solution,

‖x‖2 = xTx = xTA+AA+b ≤ ‖xTA+‖ ‖AA+‖ ‖b‖ = ‖(A+)Tx‖ ‖b‖.

From the condition (5.3) and the above equality, we get

ϕ ‖A‖+ ‖A+‖ ‖b‖ ≥ ω ‖(A+)Tx‖ ‖A‖+ ‖A+‖ ‖b‖

≥ 2
√
ω ‖(A+)Tx‖ ‖A‖ ‖A+‖ ‖b‖

≥ 2 ‖x‖
√
ω ‖A+‖ ‖A‖ .

Then, (5.4) follows from (2.11) in Theorem 2.1.

Finally, we have a simple ratio between κcirc and κ.

Theorem 5.4. For the condition numbers for the circulant and general least
squares problems, we have

κcirc

κ
≥

1√
2‖A+‖ ‖A‖

.(5.5)

Proof. Using ϕcirc in (5.2) and Lemma 5.2, we have

ϕcirc = ‖A+x‖ = ‖(A+)Tx‖.



W. XU, Y. WEI AND S. QIAO

It then follows from Lemma 5.3 that

κcirc ≥
√
2‖A+‖ ‖A‖ ,

which, from (1.3), implies (5.5).

This theorem gives a lower bound for the ratio κcirc/κ and shows that we may
expect a smaller κcirc. It is shown by an example in [8] that, for nonsingular A,
the lower bound (5.5) for the ratio κcirc/κ is sharp.

6 Symmetric Toeplitz.

First, we assume n is even and n = 2m. The case when n is odd will be
considered later in this section. If A is symmetric Toeplitz, we have the partition

A =

[
T U

UT T

]
,(6.1)

where T and U are matrices of order m and T is symmetric. Accordingly, we
partition

J =

[
0 J1/2

J1/2 0

]
,(6.2)

where J1/2 is m-by-m. Using the above partitions (6.1) and (6.2) and JAJ = A,
we can verify that T = J1/2TJ1/2 and U

T = J1/2UJ1/2.
Second, we assume that the solution x satisfies x = ±Jx. This assumption
will also be removed.

Lemma 6.1. For a matrix B satisfying B = JBJ and a vector c satisfying
c = ±Jc, the vector d = Bc also satisfies d = ±Jd. For the generalized inverse
B+, we also have B+c = ±J(B+c).

Proof. This follows from

±Jd = ±JBc = (JBJ )(±Jc) = Bc = d

and note that B+ = (JBJ )+ = JB+J .

Clearly, if c = ±Jc, then c has the form:

c =

[
c1

±J1/2c1

]
,

where c1 is an m-vector, the top half of c.
Now, we consider A+Ex in (2.8). Denote y := Ex. Since E is symmetric
Toeplitz, it can be verified that JEJ = E. From the assumption x = ±Jx and
Lemma 6.1, the vector y has the form

y =

[
y1

±J1/2y1

]
.
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Denoting z := A+Ex = A+y, again from Lemma 6.1, the vector z also has the
form

z =

[
z1

±J1/2z1

]
.

If A+ is partitioned as

A+ =

[
T1 U1

UT1 T2

]
,(6.3)

then z = A+y implies that

z1 = (T1 ± U1J1/2)y1.(6.4)

Using the partition (6.3) and A+ = JA+J , we can verify that T2 = J1/2T1J1/2
and UT1 = J1/2U1J1/2.
In the following, we establish a relation between T1 ± U1J1/2 and T ± UJ1/2.
Specifically, we show that T1±U1J1/2 is the Moore–Penrose inverse of T±UJ1/2.
We first present the following two lemmas.

Lemma 6.2. If u ∈ Range(A) and has the form

u =

[
u1

±J1/2u1

]
,

then

u1 = (T ±UJ1/2)(T1 ± U1J1/2)u1 = (T1 ± U1J1/2)(T ±UJ1/2)u1.(6.5)

Proof. From Lemma 6.1, if u = ±Ju, then both v := Au and w := A+u
have the form:

v =

[
v1

±J1/2v1

]
and w =

[
w1

±J1/2w1

]
.

From the partitions (6.1) and (6.3), v1 = (T ± UJ1/2)u1 and w1 = (T1 ±
U1J1/2)u1. When u ∈ Range(A),

u = AA+u = A+Au,

since A is symmetric. We then have

u = AA+u = Aw and u = A+Au = A+v.

From the partitions (6.1) and (6.3), we have u1 = (T ± UJ1/2)w1 and u1 =
(T1 ± U1J1/2)v1, and then (6.5) follows.

Lemma 6.3. If u1 ∈ Range(T ±UJ1/2) or u1 ∈ Range(T1 ± U1J1/2) and

u =

[
u1

±J1/2u1

]
,

then u ∈ Range(A).
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Proof. When u1 ∈ Range(T ± UJ1/2), let u1 = (T ± UJ1/2)t for some
t ∈ Rm, then

u =

[
(T ±UJ1/2)t

±J1/2(T ±UJ1/2)t

]

=

[
(T ±UJ1/2)t

(UT ± TJ1/2)t

]

= A

[
t

±J1/2t

]
,

noting that UT = J1/2UJ1/2, T = J1/2TJ1/2, and J1/2J1/2 = I. Thus, u ∈
Range(A). Similarly, when u1 ∈ Range(T1 ± U1J1/2), then we can show that
u ∈ Range(A+), which implies that u ∈ Range(A) since A is symmetric.

It follows from Lemma 6.2 and Lemma 6.3 that if u1 ∈ Range(T ± UJ1/2)
or u1 ∈ Range(T1 ± U1J1/2), then the equations in (6.5) hold. Thus, for any
t ∈ Rm,

(T ±UJ1/2)(T1 ± U1J1/2)(T ±UJ1/2)t = (T ±UJ1/2)t

and

(T1 ± U1J1/2)(T ±UJ1/2)(T1 ± U1J1/2)t = (T1 ± U1J1/2)t,

which implies that

(T ±UJ1/2)(T1 ± U1J1/2)(T ± UJ1/2) = T ±UJ1/2

and

(T1 ± U1J1/2)(T ±UJ1/2)(T1 ± U1J1/2) = T1 ± U1J1/2.

In other words, T1 ± U1J1/2 is a {1, 2}-inverse of T ±UJ1/2 [2].
We then show that T ± UJ1/2 and T1 ± U1J1/2 commute, thus T1 ± U1J1/2
is the group inverse of T ± UJ1/2 [2]. First, we show that Range(T ± UJ1/2) ∩
Null(T ±UJ1/2) = {0}. Indeed, if t ∈ Range(T ±UJ1/2), then from Lemmas 6.2
and 6.3,

t = (T1 ± U1J1/2)(T ±UJ1/2)t.

So, if t is also in Null(T ± UJ1/2), then t = 0. Then, we know that Range(T ±
UJ1/2) and Null(T ± UJ1/2) are complementary subspaces of R

m, because
dim(Range(T ± UJ1/2)) + dim(Null(T ± UJ1/2)) = m. Finally, we can prove
that T ± UJ1/2 and T1 ± U1J1/2 commute. From Lemmas 6.2 and 6.3, for
any u1 ∈ Range(T ± UJ1/2) or u1 ∈ Range(T1 ± U1J1/2), (6.5) holds. Thus,
Range(T ±UJ1/2) = Range(T1 ± U1J1/2). Consequently, we also have Null(T ±
UJ1/2) = Null(T1 ± U1J1/2), since Range(T ± UJ1/2) ⊕ Null(T ± UJ1/2) =
Range(T1±U1J1/2)⊕Null(T1±U1J1/2) = R

m. Now, for any vector x ∈ Rm, we
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can write it as x = x1+x2, where x1 ∈ Range(T ±UJ1/2) = Range(T1±U1J1/2)
and x2 ∈ Null(T ±UJ1/2) = Null(T1 ± U1J1/2). Thus,

(T ±UJ1/2)(T1 ± U1J1/2)x = (T ±UJ1/2)(T1 ± U1J1/2)(x1 + x2)

= (T ±UJ1/2)(T1 ± U1J1/2)x1

= (T1 ± U1J1/2)(T ±UJ1/2)x1

= (T1 ± U1J1/2)(T ±UJ1/2)x,

which implies that T ±UJ1/2 and T1 ± U1J1/2 commute.
In this case, since T is symmetric and UT = J1/2UJ1/2, T±UJ1/2 is symmetric,
which means the group inverse of T ± UJ1/2 is its Moore–Penrose inverse [2].
Thus, from (6.4), we have

z1 = (T ±UJ1/2)
+y1.

Now, we have

‖A+Ex‖ =

∥∥∥∥
[

z1
±J1/2z1

]∥∥∥∥ =
∥∥∥∥
[

(T ±UJ1/2)
+y1

±J1/2(T ±UJ1/2)
+y1

]∥∥∥∥

≤ ‖(T ±UJ1/2)
+‖

∥∥∥∥
[
y1
y1

]∥∥∥∥ .
Finally,

ϕ ≤ ‖(T ±UJ1/2)
+‖ ‖x‖,

since ∥∥∥∥
[
y1
y1

]∥∥∥∥ = ‖y‖ = ‖Ex‖ ≤ ‖x‖.
Now, we consider the case when n is odd, n = 2m − 1 for some integer m.
Partition

A =

[
T U

UT T̂

]
and A+ =

[
T1 U1

UT1 T2

]
,(6.6)

where T and T1 are symmetric and of order m = �n/2
, then, in this case, T̂ and
T2 are symmetric and of order m− 1 and U and U1 are m-by-(m− 1). Defining
an (m− 1)-by-m matrix

Ĵ1/2 =

⎡
⎢⎣
0 1 0

. .
. ...

1 0 0

⎤
⎥⎦ ,(6.7)

we partition J as

J =

[
D Ĵ T1/2

Ĵ1/2 0

]
,
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where

D =

⎡
⎢⎢⎢⎣
0 0
. . .

0
0 1

⎤
⎥⎥⎥⎦ .

From the structure of Ĵ1/2, we get

Ĵ1/2Ĵ
T
1/2 = Im−1, and Ĵ T1/2Ĵ1/2 = Im −D.

From the partitions in (6.6) and JAJ = A and JA+J = A+, we can verify that

T̂ = Ĵ1/2T Ĵ
T
1/2, U

T = Ĵ1/2TD+ Ĵ1/2UĴ1/2

and

T2 = Ĵ1/2T1Ĵ
T
1/2, U

T
1 = Ĵ1/2T1D + Ĵ1/2U1Ĵ1/2.

Also, in this case of odd n, if a vector c = ±Jc, then c has the form:

c =

[
c1

±Ĵ1/2c1

]
,

where c1 is an m-vector. Then (6.4) becomes

z1 =
(
T1 ± U1Ĵ1/2

)
y1.

For Lemma 6.2, it is easy to see that

u1 =
(
T ± UĴ1/2

)(
T1 ± U1Ĵ1/2

)
u1 =

(
T1 ± U1Ĵ1/2

)(
T ± UĴ1/2

)
u1.

As for Lemma 6.3, we can show that if u1 ∈ Range(T ± UĴ1/2) or u1 ∈
Range(T1 ± U1Ĵ1/2) then u ∈ Range(A). Specifically,

u =

[ (
T ± UĴ1/2

)
t(

Ĵ1/2UĴ1/2 ± Ĵ1/2T
)
t

]

=

[ (
T ± UĴ1/2

)
t(

UT ± T̂ Ĵ1/2
)
t

]

= A

[
t

±Ĵ1/2t

]
,

noting that UT = Ĵ1/2TD+ Ĵ1/2UĴ1/2, Ĵ
T
1/2Ĵ1/2 = Im−D, and T̂ = Ĵ1/2T Ĵ

T
1/2.

Then, analogous to the case of even n, T1 ± U1Ĵ1/2 is the group inverse of
T ± UĴ1/2 and

z1 =
(
T ± UĴ1/2

)#
y1,
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where A# denotes the group inverse of A. Consequently,

ϕ ≤ ‖(T ± UĴ1/2)
#‖ ‖x‖.

Putting things together, redefine

J1/2 =

{
J1/2 in (6.2) when n is even

Ĵ1/2 in (6.7) when n is odd

then we can unify the two cases.

Theorem 6.4. For S = {symmetric Toeplitz}, assume A is partitioned as
in (6.6), where m = �n/2
, and the solution x satisfies x = Jx, then the condi-
tion number

κS ≤
∥∥(T +UJ1/2)#∥∥ ‖A‖+ ‖A+‖‖b‖‖x‖ .

For no perturbation on the right hand side,

κS0
κ0
≤

∥∥(T +UJ1/2)#∥∥
‖A+‖

.

Note that when n is even, T +UJ1/2 is symmetric and (T +UJ1/2)
# = (T +

UJ1/2)
+.

It arises in signal processing that the first column of a symmetric Toeplitz
matrix is determined by

ak =
M∑
j=1

t2j cos((k − 1)ωj).

In this example, we set n = 6, M = 2, ω1 = 0.63822π, ω2 = 0.0022817π,
t1 = 0.20766, and t2 = 0.16112. Then the first column of the symmetric Toeplitz
matrix is given by

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 1

cosω1 cosω2

cos 2ω1 cos 2ω2
cos 3ω1 cos 3ω2
cos 4ω1 cos 4ω2
cos 5ω1 cos 5ω2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

[
t1

t2

]
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0.0691

0.0078

−0.0019

0.0675

0.0188

−0.0096

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

and the rank of the symmetric Toeplitz matrix is M = 2. For this matrix, we
have

‖(T +UJ1/2)
+‖ = 8.7306, ‖A‖ = 0.1584, and ‖A+‖ = 5.4734× 106.

Thus, κS0 is much smaller than κ
S . Also, this example shows that by exploiting

the structure, κS0 can be much smaller than κ0.
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Now, we remove the assumption x = Jx. For a general n-vector solution x,
we partition

x =

[
u
v

]
,

where u is an m-vector, m = �n/2
. Denoting

y1 :=
1

2

(
u+ JT1/2v

)
, y :=

[
y1

J1/2y1

]
,

z1 :=
1

2

(
u− JT1/2v

)
, z :=

[
z1

−J1/2z1

]
,

we have

Jy = y and Jz = −z,

and

x = y+ z,

noting that J1/2J
T
1/2 = I. From the above argument, we have

‖A+Ex‖ = ‖A+E(y+ z)‖ ≤
∥∥(T +UJ1/2)#∥∥ ‖y‖+ ∥∥(T −UJ1/2)#∥∥ ‖z‖.

7 Hankel.

For the Hankel structure, we have the following results.

Theorem 7.1. For the structure S = {Hankel },

κHankel ≥

√
2‖A+‖ ‖b‖

‖x‖

and

κHankel

κ
≥

1
√
2 ‖A‖ ‖A+‖

.

Proof. Let E = A/‖A‖ in (2.8), we have

ϕ ≥
‖A+Ax‖

‖A‖
=
‖x‖

‖A‖
,

which implies that

ϕ ‖A‖+ ‖A+‖ ‖b‖ ≥ ‖x‖+ ‖A+‖ ‖b‖ ≥ 2
√
‖A+‖ ‖b‖ ‖x‖.

Consequently, from (2.11) in Theorem 2.1,

κHankel ≥
1

√
2 ‖x‖

(ϕ ‖A‖+ ‖A+‖ ‖b‖) ≥

√
2‖A+‖ ‖b‖

‖x‖
.
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Since ‖x‖ ≤ ‖A+‖ ‖b‖, we have κS ≥
√
2. Then it follows from (1.3) that

κHankel

κ
≥

1
√
2 ‖A‖ ‖A+‖

.

Like the circulant case, this shows that we may expect a smaller condition
number for Hankel least squares problems.

8 Generalized inverse.

Similar to the definition (2.1) of the condition number κS for structured least
squares, we define

κS(A) := lim sup

{
‖(A+∆A)+ −A+‖

ε ‖A+‖
: A,∆A ∈ S, ‖∆A‖ ≤ ε ‖A‖

}

as the condition number for the generalized inversion of matrix A.
For ∆A satisfying (2.2), we have (2.3), which implies that

‖(A+∆A)+ −A+‖ ≈ ‖A+(∆A)A+‖ ≤ ε‖A+‖2 ‖A‖.

Thus, we have

κS(A) ≤ ‖A+‖ ‖A‖.

On the other hand, let ∆A = εA, then ∆A and A have the same structure
and ‖∆A‖ = ε‖A‖. Since for this particular ∆A

‖A+(∆A)A+‖

ε‖A+‖
=
‖A+AA+‖

‖A+‖
= 1,

we have κS(A) ≥ 1. Thus, in general,

1 ≤ κS(A) ≤ ‖A+‖ ‖A‖.

As expected, for S = {symmetric, skewsymmetric}, the condition number is
the same as the unstructured condition number

κ(A) = ‖A+‖ ‖A‖.

It turns out that this is also the same for circulant structure.

Theorem 8.1. For S = {symmetric, skewsymmetric, circulant},

κS(A) = ‖A+‖ ‖A‖.

Proof. We show that κS(A) ≥ ‖A+‖ ‖A‖. Recall that the matrix E is defined
by ∆A = ε‖A‖E such that E ∈ S and ‖E‖ ≤ 1. In the following, we show that
there is an E such that ‖A+EA+‖ ≥ ‖A+‖2, which implies that

‖(A+∆A)+ −A+‖

ε ‖A+‖
≈
‖A+(∆A)A+‖

ε ‖A+‖
=
‖A‖ ‖A+EA+‖

‖A+‖
≥ ‖A+‖ ‖A‖

for this particular E. It then follows that κS(A) ≥ ‖A+‖ ‖A‖.
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Case 1 (symmetric). Let A+ = UΣV T be the SVD of A+ and u and v
the singular vectors corresponding to the largest singular value of A+, then
A+v = ‖A+‖u. From Lemma 3.1, there exists a symmetric E so that Eu = v
and ‖E‖ = 1. Thus

‖A+EA+v‖ = ‖A+‖ ‖A+Eu‖ = ‖A+‖ ‖A+v‖ = ‖A+‖2

and we have ‖A+EA+‖ ≥ ‖A+‖2.

Case 2 (skewsymmetric). Let A+ = UΣV T be the SVD of A+. Suppose that
u and v are the singular vectors such that A+v = ‖A+‖u. Since A+ is also
skewsymmetric, we have A+ = −(A+)T = −VΣUT. From this another form
of the SVD of A+, we have A+u = −‖A+‖v. Let E = A+/‖A+‖, then E is
skewsymmetric, ‖E‖ = 1, and

‖A+EA+v‖ = ‖A+‖ ‖A+Eu‖ = ‖A+‖ ‖A+v‖ = ‖A+‖2.

Thus, ‖A+EA+‖ ≥ ‖A+‖2.

Case 3 (circulant). For a circulant matrix A, choosing E = A+/‖A+‖ and
using the Fourier transformation diagonalization A+ = F−1DF , we get

‖A+EA+‖ =
‖(A+)3‖

‖A+‖
= ‖A+‖2,

and E is circulant and ‖E‖ = 1.

Conclusion.

The condition number κ for the general least squares (LS) problem is a well-
studied subject. This paper considers the case when the coefficient matrix is
structured. In this case, it makes sense to require that the coefficient matrix
and its perturbation matrix have the same structure. Based on this assumption,
first we have defined and derived the condition number κS for the LS problems
with structure S. Then we have discussed special structures. For symmetric,
skew symmetric, and persymmetric structures, we have shown that the con-
dition numbers for structured and general LS problems are identical. For circu-
lant, symmetric Toeplitz, and Hankel structures, we have presented a condition
number κS for S = {circulant, symmetric Toeplitz, Hankel} and studied the
condition number for each of the three structures. Our analysis has shown that
κS can be smaller than κ when the structure S is circulant or symmetric Toeplitz
or Hankel. Finally, the condition numbers for the related problem: generalized
inversion of a structured matrix is also discussed. We have shown no improve-
ment on the condition number for the generalized inverse when the structure
S = {symmetric, skewsymmetric, circulant}.
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