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Abstract. The “Three Squares Lemma” [7] famously explored the con-
sequences of supposing that three squares occur at the same position in
a string; essentially it showed that this phenomenon could not occur un-
less the longest of the three squares was at least the sum of the lengths
of the other two. More recently, several papers [8, 25, 17, 11] have greatly
extended this result by supposing that only two of the squares occur at
the same position, with a third occurring in a neighbourhood to the right
— in these cases also, similar restrictions apply. In this paper an alterna-
tive strategy is proposed: the consequences of having only two squares at
neighbouring positions are carefully analyzed, and then the observation is
made that the analysis applies in a straightforward way (though perhaps
with complicated details) to the three neighbouring squares problem in
its full generality. This problem and the methodology required to solve
it are outlined. I conclude with a brief discussion of the potential appli-
cation of this research to an entirely new approach to the computation
of maximal periodicities in a string.
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riodicity.

1 Introduction

Beginning with the “Three Squares Lemma” of Crochemore & Rytter [7], there
has for several years been considerable interest in the limitations that may exist
on periodicity in strings. [7] showed that three squares could exist at the same
position in a string only if the longest of the three was at least the sum of the
lengths of the other two. A sequence of papers [8, 25, 17, 11] greatly generalized
this result and also made it more precise by considering two squares u2 and v2

at the same position, with however the third square w2 offset a distance k ≥ 0
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to the right. The analysis given in the cited papers deals with 12 of 14 subcases
that arise: two remain to be considered, but it seems clear that such behaviour
is impossible — that is, the assumption that three neighbouring squares of well-
defined size exist within these well-defined bounds leads to the conclusion that
locally the string breaks down into repetitions of small period. In this paper
I show how to characterize the general case of overlapping squares — no two
constrained to begin at the same position — and make a start on considering
the combinatorial consequences.

Interest has been added to this research by a parallel development over the
last dozen years or so: the attempt to specify sharp bounds on the number of
maximal periodicities (“runs”) that can occur in any string of given length n.
Kolpakov & Kucherov [16] showed that the maximum number of runs (usu-
ally denoted ρ(n)) was linear in n, and moreover they described a linear-time
algorithm to compute all the runs in any given string; but their proof was non-
constructive — the maximum number of runs was shown to be Θ(n) but no
constant of proportionality was specified. As briefly described in Section 2, the
resulting research, some combinatorics and much computing, has led to the con-
clusion that ρ(n) is at least 0.944575n [26] and at most 1.029n [6] — in other
words, more or less the string length n. What links these two streams of research
is a simple observation:

If the maximum number of runs over all strings of length n is itself
approximately n, then on average there will be about one run starting
at each position. Thus, if two runs start at some position, there must be
some other position, probably nearby, at which no run can start. More
generally, determining combinatorial constraints on the occurrence of
overlapping squares (runs) may lead to a better characterization of ρ(n).

There is a third avenue of research that relates closely to overlapping squares:
the computation of all the runs/repetitions in a given string. At present the only
way that this can be done is essentially by brute force: global data structures
(suffix array, longest common prefix array, Lempel-Ziv decomposition) need to be
computed in an extended preprocessing phase, when in fact it has been shown
[21] that the expected number of runs in a string is generally much less than
string length. The preprocessing is necessitated by the absence of a detailed
understanding of the combinatorics of overlapping occurrences of runs in strings.

In Section 2 terminology and notation are introduced; Section 3 shows how
to express the general case of three overlapping squares, together with a sample
lemma that applies the insights gained; finally, in Section 4 I suggest possible
future research directions.

2 Preliminaries

(Usage generally follows [27].) A string is a finite sequence of symbols (letters)
drawn from some finite or infinite set Σ called the alphabet. The alphabet size
is σ = |Σ|. We write a string x in mathbold, and we represent it as an array



x[1..n] for some n ≥ 0. We call n = x the length of x. For x = 0, x = ε, the
empty string.

If x = uvw, then u is said to be a prefix, v a substring and w a suffix of
x. If x = uv, 0 ≤ u < x, then vu is said to be the uth rotation of x, written
Ru(x). If x = uv = wu for u < x, then u is a border of x, and x has period
p = x−u; that is, for every i ∈ 1..u, x[i] = x[i+p]. The string

1 2 3 4 5 6 7 8 9 10

x = a b a a b a b a a b
(1)

has borders abaab and ab, hence corresponding periods 5 and 8, respectively.
If x = vuew, where e ≥ 2 and u is neither a suffix of v nor a prefix of w (the

integer e is maximum), then ue is said to be a repetition in x. The integers u
and e are the period and exponent, respectively, of the repetition. The string
(1) has repetitions (aba)2, (abaab)2, a2, (ab)2, (ba)2, each of which is a square.
In general, every repetition has a square prefix.

If v = x[i..j] has period u, where v/u ≥ 2, and if neither x[i−1..j] nor x[i..j+1]
(whenever these are defined) has period u, then v is said to be a maximal
periodicity or run in x [18] with a (now fractional) exponent e = v/u. All of
the repetitions in (1) are runs except for (ab)2 and (ba)2: these are substrings of
the run v = ababa. In general, every repetition is a substring of some run; thus
computing all the runs implicitly computes all the repetitions.

There were three classical algorithms proposed [3, 1, 19] for computing all the
repetitions in a string of length n, each executing in O(n log n) time, asymptot-
ically optimal since the Fibonacci string fk, defined by

f0 = b, f1 = a; k ≥ 2 =⇒ fk = fk−1fk−2,

contains O(fk log fk) repetitions [3, 15, 10]. In [18] Main proposed an algorithm
to compute all the “leftmost” runs, extended by Kolpakov & Kucherov in [16]
to compute all runs. As mentioned in Section 1, this approach makes extensive
use of preprocessing, but still executes in linear time, based on a complex proof
that the maximum number ρ(n) of runs in any string of length n satisfies

ρ(n) ≤ K1n−K2

√
n log2 n (2)

for some universal positive constants K1 and K2. Even though [16] provided
computational evidence (up to n = 60) that ρ(n) ≤ n, the method of proof al-
lowed no bounds to be placed on K1 and K2. Over the last decade, the bounding
of ρ(n)

n has become a growth industry, leading to a lower bound 0.944575 [12, 20,
26] and an upper bound 1.029 [23, 22, 4, 13, 14, 5, 6], the latter result achieved us-
ing three years of CPU time on a supercomputer [24]. Meanwhile, more efficient
algorithms for computing runs have been proposed — for example, [2] — but
still with heavy preprocessing and the same general approach. Since, as noted in
Section 1, runs are expected to be sparse in strings, even for small sigma [21], a
heavy-handed global approach seems inappropriate.



A parallel approach has sought to find a combinatorial basis for estimating
the maximum number of runs in a string, specifically by considering the con-
sequences of assuming that two squares occur at the same position in a string,
with a third nearby, somewhat to the right. This generalizes the “Three Squares
Lemma” [7] that considered three squares at the same position in the string:

Lemma 1 Suppose u is not a repetition, and suppose v 6= uj for any j ≥ 1. If
u2 is a prefix of v2, in turn a proper prefix of w2, then w ≥ u+v.

A series of papers, particularly [8, 25, 17, 11], has considered the following more
general problem:

(P) Suppose that a string x has prefixes u2 and v2, 3u/2 < v < 2u,
and suppose further that a third square w2 occurs at position k+1 of x,
where v−u < w < v, w 6= u, and 0 ≤ k < v−u. What can be said about
the periodicity of x?

It turns out that the solution to Problem (P) breaks down into 14 subcases,
depending on the relative sizes of the parameters k, u, v, w; of these 12 have
been considered in detail and for each of them it turns out that x breaks down
into repetitions of small period — essentially, the postulate of three such squares
cannot be satisfied. There is good computational evidence that the remaining
two subcases exhibit the same behaviour.

Moreover, it is clear that further generalization is of interest: what happens
when the three squares u2,v2,w2 are merely constrained to be “neighbouring”,
without the requirement that u2 and v2 occur at the same position? What is
an appropriate formulation of such a problem? What relative values of k, u, v, w
are of combinatorial interest?

In this paper I begin to answer these questions by first considering only
two overlapping squares in some detail, then making the observation that three
overlapping squares can always be thought of as two sets of two overlapping
squares. In Section 3 a general lemma for two squares is stated and proved, and
then a “sample” three squares lemma is proved, based on the characterization
of the general case for two squares.

3 Characterizing the General Case

We are interested in the cases that arise when a square u2 beginning at some
position i in a string overlaps with a second square v2 at position i+k, k ≥ 0,
to its right.

Lemma 2 Suppose x has prefixes u2 and kv2, k ≥ 0, where x = max(2u, k+2v),
k ≤ u < 2v.

(a) k+v < u < 2v (k < min(v−1, u−v)) :

x = (pez)2 = peqfqf−e = peqfp[k+1..u−v],

where p = u[1..u−v], e = k+v
u−v > 1, z = v[1..u−(k+v), q = Rk(p), f =

u
u−v > 2, f−e ≤ 1.



(b) k
2 +v ≤ u ≤ k+v (1 ≤ u−v ≤ k ≤ 2(u−v)) :

x = (zpe)2 = (q[1..k+v−u]pe)2 = (kpe−1)2,

where z = u[1..k+v−u], p = u[1..u−v], e = 1+ u−k
u−v ≥ 1, q = Rd(p), d =

(u−k) mod (u−v).
(c) v < u < k

2 +v (k > 2(u−v)) :

x = (qype)2y,

where p = v[1..u−v], e = 1+u−k
u−v > 1, q = Rd(p), d = (u−k) mod (u−v), y =

v[2u−(k+v)+1..v]. Moreover, both x and kv have border qy.
(d) 2(k+v)

3 ≤ u < v (k ≤ 3u
2 −v < v

2 ) :

x = (kpe)2qkp,

where p = v[1..v−u], e = u−k
v−u > 1, q = Rd(p), d = (u−k) mod (v−u). Both

x and kv have border kp.
(e) k+v

2 < u < 2(k+v)
3 ( 3u−2v

2 < k < 2u−v) :

x = k(pekp)2,

where p = v[1..v−u], e = u−k
v−u > 1.

(f) k ≤ u ≤ k+v
2 (u2 a prefix of kv) :

x = k(pez)2,

where p = u[k+1..u]u[1..k], e = 2u−k
u ≥ 1, z = v[2u−k+1..v].

Proof. (a) Let z = u[k+v+1..u] = v[1..u−(k+v)], suffix of u and prefix of v.

u u

k v v

Observe that
u[k+j] = v[j] = u[j−z], z+1 ≤ j ≤ v,

so that u[1..k+v] = kv has period k+z = u−v = p (where p = u[1..u−v]).
Consequently, we may write x = (pez)2, where e = k+v

u−v > 1 (since k+v < u).

Noting that v = u[k+1..u−z], with k < u−v, we see also that u = kqf−1z,
where q = Rk(p),

f =
u

u−v
=

v

u−v
+1 > 2.

Hence x = pezkqf−1z. But zk is a prefix of the second copy of v of length p,
and comparing with the first copy of v, we see that therefore zk = Rk(p) =
q. Since moreover z = qg, where

g =
z

u−v
=

u

u−v
− k+v

u−v
= f−e ≤ 1,



we find x = peqfqf−e, as claimed. (Note that g = 1 iff k = 0.) Finally,
writing q = p[k+1..u−v]p[1..k] and f−e = 1− k

u−v , we find that qf−e =
p[k+1..u−v].

(b) Let z = u[1..k+v−u], a possibly empty prefix of u and suffix of v.

u u

k v v

Observe that

u[k+j] = v[j] = u[z+j], 1 ≤ j ≤ v−z = u−k,

where z = k+v−u < k. Thus u[z+1..u] and v have period k−z = u−v = p.
Consequently, setting p = u[z+1..k] = v[1..k−z], we may write x = (zpe)2,
where e = u−z

u−v ≥ 1, since z ≤ v. Noting that

u−z = u−k−v+u = (u−v)+(u−k), (3)

we see that e = 1+ u−k
u−v .

Since p is a prefix of v and z+p = k, it follows that k = zp. Thus we can
also write x = (kpe−1)2.
Finally, setting y = u[k+2v−u+1..u], since zy is a suffix of u of length

k+v−u+2(u−v)−k = u−v = p,

it follows that zy is a rotation of p. In fact, zy = q = Rd(p), where by (3)

d = (u−z) mod (u−v) = (u−k) mod (u−v).

Then z = qf , where

f =
z

p
=

(k+v)−u

u−v
=

k

u−v
−1 ≤ 1,

so that qf = q[1..z] and x = (q[1..k+v−u]pe)2, as required.

(c) Let z = u[1..k+v−u], nonempty prefix of u and suffix of v.

u u

k v v

As in (b), observe that

u[k+j] = v[j] = u[z+j], 1 ≤ j ≤ v−z = u−k,



with z = k+v−u < k. Again u[z+1..u] has period k−z = u−v = p, where
p = u[z+1..k] = v[1..u−v]. However, unlike (b), not v, but only v[1..v−y],
has period p, where y = v[2u−(k+v)+1..v] = v[u−z+1..v] and

y = k+2v−2u = z−(u−v) = z−p < z.

Thus, noting that z < v and setting

e =
u−z

u−v
=

(u−v)+(u−k)
u−v

= 1+
u−k

u−v
> 1,

we can write x = (zpe)2y. Since u[z+1..u] has prefix p and k = z+p, we
see that k = zp; further, since z has suffix y and z = p+y, it follows that
z = qy for some rotation q of p. In fact, q = Rd(p), where

d = (v−y) mod (u−v) = ((v−z)+(u−v)) mod (u−v) = (u−k) mod (u−v).

Noting that k = qyp, we see that both kv and x have border qy, while
x = (qype)2y, as required.

(d) Again let z = u[1..k+v−u], nonempty prefix of u and suffix of u.

u u

k v v

Observe that
u[k+j] = v[j] = u[z+j], 1 ≤ j ≤ u−z,

where z = k+v−u > k. Thus u[k+1..u] and v[1..u−k] have period z−k = v−u =
p. Therefore, setting p = v[1..z−k], e = u−k

v−u , we can write x = (kpe)2y,
where y = v[2u−(k+v)+1..v] is a suffix of v, y = (k+v−u)+(v−u) = z+p > z.
Since z is a suffix of y and y−z = p, it follows that y = qz, where q = Rd(p),
d = (u−k) mod (v−u). Similarly, since k is a prefix of z and z−k = p, we
see that z = kp, hence that y = qkp. Thus x = (kpe)2qkp, as claimed, and
x and kv both have border kp.

To see that e > 1, note that k < v
2 , so that e > v−u/2

v−u > 1.
(e) Let z = v[1..2u−(k+v)], nonempty prefix of v and suffix of u.

u u

k v v

Observe that

u[k+j] = v[j] = u[(u−z)+j], 1 ≤ j ≤ z.



Thus u[k+1..u] has period p = (u−z)−k = v−u. Consider

y = v[u−k+1..v] = u[1..(k+v)−u] = u[1..k+p],

nonempty suffix of v and prefix of u. Since y has prefix k, it follows that
y = kp, where p = u[k+1..k+p]. Thus for e = u−k

v−u , v = pekp, x = k(pekp)2,
as stated. Since k+v < 2u, u−k > v−u, and so e > 1.

(f) Let z = v[2u−k+1..k+V ], suffix of v.

u u

k v v

Observe that

v[j] = u[k+j] = v[u+k+j], 1 ≤ j ≤ u−k,

so that v[1..2u−k] has period p = u. Then for p = u[k+1..u]u[1..k] and
e = 2u−k

u ≥ 1, v = pez and x = k(pez)2. 2

Case (f) of Lemma 2 is not a true overlap, but is included for completeness. Note
also that cases (b), (c) and (e) require k > 0, and so do not exist if it is assumed
that u2 and v2 (or v2 and w2) occur at the same position.

We make the observation that if a third square w2 begins to the right of the
starting position of v2, sufficiently near to satisfy the postulates of Lemma 2,
then the analysis of the three squares u2,v2,w2 reduces to a simultaneous con-
sideration of two of the lemma’s cases. Thus, for example, the analysis of the
situation shown in Figure 1 would take place in terms of the simultaneous occur-
rence of cases (d) (for u2 and v2) and (b) (for v2 and w2). Indeed, all cases of
three overlapping squares can be represented by pairs [ij], a ≤ i, j ≤ f , referring
to the cases (a)-(f) arising in Lemma 2. Figure 1 illustrates case [db].

u u

v v

w w

k1

k2

Fig. 1. u2 overlapping v2 (case (d)) that in turn overlaps w2 (case (b)): what is the
combined effect?

Lemma 3 In case [db], if u ≥ 4(v−w), then v is a repetition of period p =
gcd(v−u, v−w).

Proof. We use subscripts 1 to identify variables for u and v, subscripts 2 for
those of v and w. Observe then that for e1 > 1, e2 ≥ 1,

x = (k1p1
e1)2q1k1p1 = k1(q2[1..k2+w−v]p2

e2)2,



where the variables subscripted 1 relate to case (d) of Lemma 2, those subscripted
2 to case (b). It follows that p1

e1k1p1
e1q1k1p1 = v2 must be a square, hence

that p1
e1k1p1 = p1

e1−1q1k1p1, where q1 = Rd1(p1). Applying the condition
that

p1
e1k1p1 = q2[1..k2+w−v]p2

e2 ,

and recalling that z1 = k1p1 in case (d), while z2 = k2+w−v in case (b), we
find that a substring v′ of v of length v′ = v−(z1+z2) has two periods, p1 = v−u
and p2 = v−w, where v = q2[1..z2]v′z1. Thus, in order to apply the Periodicity
Lemma [9], we compute

v−(z1+z2)−(p1+p2) = v−2v+u+w−z1−z2

= u+w−v−z1−k2−w+v

= u−z1−k2.

Since z1 = k1+v−u and, from the definition of case (d) of Lemma 2, k1+v ≤ 3u
2 ,

it follows that z1 ≤ u
2 ; also, from Lemma 2(b), we conclude that k2 ≤ 2(v−w).

Thus, u−z1−k2 ≥ u
2−2(v−w) ≥ 0 if

u ≥ 4(v−w), (4)

the condition that v′ has period p = gcd(p1, p2). But then, observing that v
has a prefix of period p1 that includes v′, as well as a suffix of period p2 that
includes v′, we see that, if condition (4) holds, v itself must have period p. Since
v has suffix p1, it must moreover be true that v is a repetition of period p, as
required. 2

The preceding lemma is a sample of the combinatorial information that may
be obtained from considering all cases [ij] as specified above. To date, all the
results given in [7, 8, 25, 17, 11] deal only with the special cases [ij], i = a, d, that
arise for k1 = 0.

4 Commentary & Future Research

Obviously there is much work to be done to state and prove results such as
Lemma 3 (which I believe can in fact be sharpened somewhat). In proving the
results of [17], it turned out to be very helpful to look at the results of computer
simulations for small values of k, u, v, w. It seems that similar techniques can
profitably be used to generate conjectures for the cases [ij] of three overlapping
squares that arise from Lemma 2.

More generally, once the combinatorics of overlapping squares is well under-
stood, it may well be possible to begin to design an algorithmic approach to the
computation of runs that handles the various cases that arise without the need
for elaborate preprocessing. This would for the first time permit direct analysis
and computation of the local periodicities of a string in a manner consistent with
their sparseness of occurrence.
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