
Computing Periodi
ities in Strings | A NewApproa
hBill Smyth�yThe most eÆ
ient methods for 
omputing rep-etitions or repeats in a string x = x[1::n℄ alldepend on the prior 
omputation of a suÆxtree/array STx=SAx. Although these data stru
-tures 
an be 
omputed in asymptoti
 �(n)time, nevertheless in pra
ti
e they involve sig-ni�
ant overhead, both in time and spa
e. Sin
ethe number of repetitions/repeats in x 
an bereported in a way that is at most linear instring length, it should therefore be possibleto devise less roundabout means of 
omput-ing repetitions/repeats that take advantage oftheir infrequent o

urren
e. This talk providesba
kground for these ideas and explores thepossibilities for more eÆ
ient 
omputation ofperiodi
ities in strings.� Algorithms Resear
h Group, Department of Comput-ing & Software, M
Master Universityy Department of Computing, Curtin University 1



Why are Periodi
ities Interesting?
� Often long se
tions of DNA are 
opied, ex-a
tly or approximately, from one se
tion ofthe genome to another; it is important toidentify these 
opies and their 
ontext in agene or 
hromosome.
� Many data 
ompression algorithms dependon identifying repeating se
tions of textthat are either long or frequent or both;these 
an be 
oded into shorter substringsthat allow the text to be 
ompressed.
� Repeating substrings, exa
t or approximate,may be of interest in de
ryption.
� Repeating motifs/phrases, exa
t or approx-imate, are studied by musi
ologists. 2



Kinds of Periodi
ityIn this talk, we 
on�ne ourselves to substringsthat repeat exa
tly:
� repetitions (adja
ent repeating substrings);
� runs (\super-repetitions");
� repeats (repeating substrings, not ne
es-sarily adja
ent).

Computing approximate repetitions is mu
h harder:the best algorithm is a stringologi
al tour defor
e that requires O(n2 logn) time.
Even exa
t repetitions require a lot of work;all the algorithms use suÆx trees/arrays.3



What is a SuÆx Tree/Array?
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RepetitionsSuppose a string x = x[1::n℄ is given:repetition: a substring x[i::i+pe�1℄ = ue,juj= p and e � 2.ue irredu
ible: u itself is not a repetition.ue maximal: neither x[i�p::i�1℄ norx[i+pe::i+p(e+1)�1℄ = u:All repetitions dis
ussed are both irredu
ibleand maximal; they are fully spe
i�ed by thetriple (i; p; e).generator: uperiod: pexponent: e 1 2 3 4 5 6 7 8x = a b a a b a b a
Repetitions (1;3;2) = (aba)2, (3;1;2) = a2,(4;2;2) = (ab)2, and (5;2;2) = (ba)2, all squares.5



Repetitions (
ontinued)A na��ve reporting of all the squares in a stringwould require �(n2) time in the worst 
ase| reporting all squares in x = a6 ne
essitatesb62=4
 outputs:x[i℄2;1 � i � 5; x[i::i+1℄2;1 � i � 3; x[1::3℄2:There are three \
lassi
al" O(n logn) algorithms[Cro
hemore (1981), Apostoli
o & Preparata(1983), Main & Lorentz (1984)℄ for 
omputingall repetitions in the (i; p; e) en
oding. [C81℄ &[AP83℄ essentially use suÆx trees, [ML84℄ isdivide-&-
onquer. All are (in a sense) asymp-toti
ally optimal be
ause the Fibostring fKf0 = b; f1 = a; fk = fk�1fk�2; k = 2;3; : : : ;Ka
tually 
ontains ��jfKj log jfKj� repetitions.
6



RunsConsider ix = � � � b abaabaab b � � �We report repetitions (i;3;2), (i+1;3;2), (i+2;3;2). But (i;3;2) implies the other two be-
ause (aba)2ab is followed by ab, a pre�x of thegenerator aba.Given a (maximal, irredu
ible) repetition (i; p; e):� (i; p; e) is left-extendible (LE) if (i�1; p;2)is a square; otherwise NLE.� The tail is the greatest integer t satisfying8 j 2 0::t, (i+j; p; e) is a repetition.Then a run (maximal periodi
ity) [Main 1989℄is a 4-tuple (i; p; e; t) where (i; p; e) is an NLErepetition of tail t. 7



Runs (
ontinued)Let �(n) be the maximum number of runs that
an o

ur in any string of length n. Then [Kol-pakov & Ku
herov (2000)℄�(n) � k1n�k2pn log2 n;where k1 & k2 are universal positive 
onstantsof unknown size. K&K show that all runs in x
an be 
omputed in linear time (on an indexed(integer) alphabet):
� 
ompute the suÆx tree Tx [Fara
h (1997)℄;� 
ompute the LZ-fa
torization [Lempel-Ziv(1976)℄;� 
ompute the leftmost runs [Main (1989)℄;� 
ompute the remaining runs [K&K (2000)℄.
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RepeatsA repeat in x is a tupleMx;u = (p; i1; i2; : : : ; ie);where e � 2, 1 � i1 < i2 < � � � < ie � n, andu= x[i1::i1+p�1℄ = x[i2::i2+p�1℄ = � � �= x[ie::ie+p�1℄;with generator u, period p, exponent e.Note that possibly, for some j 2 1::e�1, ij+1�ij = p (repetition) or ij+1�ij < p (overlap).� Mx;u is maximal if for everyi 2 1::n and i =2 fi1; i2; : : : ; ieg;we are assured that x[i::i+p�1℄ 6= u.� Mx;u is left-extendible (LE) if(p; i1�1; i2�1; : : : ; ie�1)is a repeat.� Mx;u is right-extendible (RE) if(p; i1+1; i2+1; : : : ; ie+1)is a repeat. 9



BUT:� maybe k1 = 1010 | the K&K proof is non-
onstru
tive;� K&K provide 
onvin
ing experimental evi-den
e that in fa
t �(n) < n;� the algorithm is 
ompli
ated and not spa
e-eÆ
ient (though better using suÆx arrays).
Re
all:If �(n) is the maximum number of distin
tsquares that 
an o

ur in a string of length n,then [Fraenkel & Simpson (1998), Ilie (2005)℄:�(n) < 2n.So here is the problem: �(n) � �(n) < ???Hope:By resolving the fundamental theoreti
al prob-lem, we will (�nally) understand periodi
ity bet-ter and therefore be able to design a simpledire
t all-runs algorithm. 10



In order that �(n) > n, it is ne
essary that tworuns (squares) o

ur at some positions i | wetherefore suppose that two squares o

ur at iand seek to restri
t the squares that 
an o

urin a neighbourhood of i. There seems to beonly one result of this kind:Lemma 1 [Lothaire (2002)℄ Let u2 be a rep-etition, and suppose w 6= uk for any k � 1. Ifu2 is a pre�x of w2, in turn a proper pre�x ofv2, then w � v�u.(We use x for the string, x for its length.)
11



De�nition 2 A square u2 is said to be irre-du
ible if u is not a repetition.De�nition 3 A square u2 is said to be regularif no pre�x of u is a square.De�nition 4 A square u2 is said to be mini-mal if no proper pre�x of u2 is a square.Lemma 5 If u2 is minimal, then u2 is regular;if u2 is regular, then u2 is irredu
ible.Lemma 6 If v2 is irredu
ible with regular properpre�x u2, thenv >maxfu+1;3u=2g:Lemma 7 If x = v2 is irredu
ible with regularproper pre�x u2, v < 2u, thenx = u1u2u1u1u2u1u2u1u1u2;where u1 = 2u�v; u2 = 2v�3u. 12



Pi�e
e de R�esistan
e:Lemma 8 (NPL) If x has regular pre�x u2 andirredu
ible pre�x v2, u < v < 2u, then for everyw 2 u+1::v�1 and for every k 2 0::v�u�1,x[k+1::k+2w℄ is not a square.
Case I (easy 
ase: k small):u1 u2 u1 u1 u2 u1 u2 u1 u1 u2� -u� -v

w1 w2u2u1� -� -� -(u2u1)2
13



Notes� Lemma 8 extends in an obvious way to runs.� Lemma 8 applies only trivially to the 
asesu = 1 and u = 2: for u = 1, v � 3 > 2u, whilefor u = 2, v � 5 > 2u, 
ontrary to the require-ment of the lemmas that v < 2u.� For all u � 3, the hypothesis of the lemma
an be satis�ed | for example, if u = aba oflength 3, v may be abaab of length 5 < 2� 3.� Thus Lemma 8 
an be thought of as re-stri
ting the o

urren
es of squares when these
ond square at some position is small.� We have extended to 
ases where w 2 v�u+1::u�1.� Our next proje
t is to apply the NPL!
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