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Geometric scaling, introduced by Schulz and Weismantel in 2002, solves the integer optimization problem 
max{c·x : x ∈ P ∩ Zn} by means of primal augmentations, where P ⊂ Rn is a polytope. We restrict 
ourselves to the important case when P is a 0/1-polytope. Schulz and Weismantel showed that no 
more than O (n log2 n‖c‖∞) calls to an augmentation oracle are required. This upper bound can be 
improved to O (n log2 ‖c‖∞) using the early-stopping policy proposed in 2018 by Le Bodic, Pavelka, 
Pfetsch, and Pokutta. Considering both the maximum ratio augmentation variant of the method as well 
as its approximate version, we show that these upper bounds are essentially tight by maximizing over a 
n-dimensional simplex with vectors c such that ‖c‖∞ is either n or 2n .

© 2023 Elsevier B.V. All rights reserved.
1. Introduction

The computational performance of linear optimization algo-
rithms is closely related to the geometric properties of the feasible 
region. The combinatorial properties can also play an important 
role, in particular for integer optimization algorithms. Starting with 
the Klee–Minty cubes [8] exhibiting an exponential number of 
simplex pivots, worst-case constructions have helped providing a 
deeper understanding of how the structural properties of the in-
put affect the performance of linear optimization. Recent examples 
include the construction of Allamigeon, Benchimol, Gaubert, and 
Joswig [1,2] for which the primal-dual log-barrier interior point 
method performs an exponential number of iterations, and thus 
is not strongly polynomial. In a similar spirit, a lower bound on 
the number of simplex pivots required in the worst case to per-
form linear optimization on a lattice polytope has been recently 
established in [5,6]. In turn, a preprocessing and scaling algorithm 
has been proposed by Del Pia and Michini [4] to construct simplex 
paths that are short relative to these lower bounds.

In this paper we consider geometric scaling, an oracle based 
method introduced in [10] for integer optimization on 0/1-
polytopes, which reduces optimization to augmentation. Other 
classes of oracle based optimization methods are studied in [4,7,
12]. No worst-case instances have been given for geometric scaling 
to the best of our knowledge. In contrast, a tight lower bound has 
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been provided by Le Bodic, Pavelka, Pfetsch, and Pokutta [3] for bit 
scaling [11], an alternative augmentation-based method that uti-
lizes progressive rescaling of the objective. A 0/1-polytope P is the 
convex hull of a subset of the vertex set of the unit n-dimensional 
hypercube [0, 1]n . Given a vector c in Zn , we are interested in the 
following optimization problem:

max{c·x : x ∈ v(P )},

where v(P ) denotes the vertex set of P .
In order to solve that problem, geometric scaling methods per-

form a sequence of steps that can be of two kinds: augmentation 
steps and halving steps. Starting from a vertex x̃ of P , an augmen-
tation step returns a point that belongs to a well-defined subset 
SP (μ, ̃x) of the vertices of P such that c·x is greater than c·x̃. The 
size of SP (μ, ̃x) is controlled by a parameter μ. Roughly, the larger 
μ, the smaller that subset is. When μ is very large, SP (μ, ̃x) may 
be empty and in that case, a halving step divides μ by 2 in order 
to enlarge SP (μ, ̃x). There are several variants of geometric scaling 
depending on which oracle is used to pick x within SP (μ, ̃x) and 
we will focus on two of them, maximum-ratio augmentation (MRA) 
based geometric scaling and feasibility based geometric scaling. Our 
main contribution is the following theorem.

Theorem 1.1. The maximum-ratio augmentation variant of geometric 
scaling can require n + log2 n‖c‖∞ +1 steps to maximize c·x over P and 
the feasibility based variant can require n/3 + log2 n‖c‖∞ + 1 steps.

Refined upper bounds on the complexity of geometric scaling 
will also be given using the early stopping policy from [3]. We will 
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Algorithm 1: Geometric scaling.
Input: a 0/1-polytope P contained in Rn ,

a vector c in Zn ,
a vertex x0 of P , and
a number μ0 greater than ‖c‖∞ .

Output: A vertex x� of P that maximizes c·x.
1 μ ← μ0, x̃ ← x0

2 repeat
3 compute x in SP (μ, ̃x) according to an oracle O
4 if SP (μ, ̃x) is empty then
5 μ ← μ/2 (halving step)
6 else
7 x̃ ← x (augmenting step)
8 end
9 until μ < 1/n;

10 x� ← x̃
11 Return x�

further highlight how the chosen oracle contributes to the com-
plexity of geometric scaling by studying the complexity of a variant 
of feasibility based geometric scaling where, instead of dividing μ
by 2, halving steps divide μ by a positive parameter α.

We recall how geometric scaling works and describe its two 
variants in Section 2. We refer the reader to [3,9,10] for more com-
prehensive expositions. In Section 3, we show that maximum-ratio 
augmentation based geometric scaling can require n + log2 n‖c‖∞+
1 steps and in Section 4 that feasibility based geometric scaling can 
require n/3 + log2 n‖c‖∞ + 1 steps. In Section 5, we highlight the 
tradeoff between the chosen amount of scaling and the accuracy 
of the feasibility oracle used in the implementation by studying 
a generalization of feasibility based geometric scaling where halv-
ing steps divide μ by an arbitrary positive number α. Finally, we 
discuss upper bounds on the complexity of feasibility based geo-
metric scaling in Section 6 and show that these upper bounds are 
largely dependent on the performance of the oracle.

2. Geometric scaling

In this section, we recall the setup and some key properties of 
the geometric scaling algorithm described in [3]. All the variants 
of geometric scaling are based on the general framework described 
by Algorithm 1. Given an initial vertex x̃ of a 0/1-polytope P , this 
algorithm uses a certain oracle O in order to return (in Line 3) 
another vertex x of P within the set

SP (μ, x̃) =
{

x ∈ v(P ) : c·(x − x̃) > μ‖x − x̃‖1

}
.

It should be noted that SP (μ, ̃x) is a subset of the vertices x of 
P such that c·x is greater than c·x̃. The extent of SP (μ, ̃x) is con-
trolled by the parameter μ: the smaller μ is, the larger SP (μ, ̃x)
gets and when μ is small enough then SP (μ, ̃x) is made up of all 
the vertices x of P such that c·x is greater than c·x̃. If the ora-
cle finds a point in SP (μ, ̃x), then x̃ is replaced by this point (in 
Line 7) and the procedure repeats. This is referred to as an aug-
menting step. If however SP (μ, ̃x) is empty, it may either mean 
that μ is too large and prevents the algorithm to access to desir-
able vertices of P or that x̃ is already optimal. In that case, the 
algorithm performs a halving step: it divides μ by 2 (in Line 5) and 
repeats. This goes on until μ is small enough to guarantee that 
SP (μ, ̃x) being empty implies the optimality of x̃. We refer the 
reader to [3] for a proof that the stopping criterion in Line 9 of 
Algorithm 1 implies optimality.

In the remainder of the article, we will refer to a series of con-
secutive augmentation steps performed with same the value of μ
as a scaling phase, and to a series of consecutive halving steps as 
a halving phase. Let us turn our attention to the oracle O used in 
Line 3 of Algorithm 1, which allows for several variants of that 
2

algorithm. In the following, we are especially interested in two 
variants. In the first variant, maximum-ratio augmentation (or for 
short MRA) based geometric scaling, the oracle O in Line 3 of Al-
gorithm 1 returns a point x in SP (μ, ̃x) such that the ratio

c·(x − x̃)

‖x − x̃‖1

is maximal. In the second variant, feasibility based geometric scal-
ing, the oracle O in Line 3 outputs any feasible point x in SP (μ, ̃x).

The following remarks about geometric scaling hold for both 
the variants of Algorithm 1 that we consider here; for details we 
refer the interested reader to [3]. In particular, the combination of 
these two remarks provides a slightly differentiated picture on the 
complexity we study here.

Remark 2.1 ([3]). The sequence of points x1, x2, . . . , xk generated 
by geometric scaling is monotone with respect to the vector c:

c · x1 < c · x2 < . . .

Note that this is very different from bit scaling, another 
augmentation-based optimization approach for 0/1-polytopes in-
troduced in [11], where points can be revisited in successive scal-
ing phases and the sequence of generated points is not strictly 
increasing with respect to the original objective c. This fact also 
impacts the structure of our lower bounds: for bit scaling it was 
shown in [3] that the number of required augmenting steps can 
depend on log2 ‖c‖∞ by making bit scaling revisit points. It will 
not be possible to do the same for geometric scaling because, by 
Remark 2.1, no point is revisited. In contrast to the bounds ob-
tained for bit scaling, we will only be able to show in Theorem 1.1
that the total number of steps (that is, the sum of the number 
of augmenting steps and the number of halving steps) depends 
on log2 ‖c‖∞ . Our bounds for the number of required augmenting 
steps do not exceed n.

Remark 2.2 ([3]). Consider the value of μ taken before a halving 
step is performed. Either μ is equal to μ0 and then, by definition 
this is a lower bound or μ arose from a previous halving step. In 
that previous halving iteration, for some iterate x̃ and all points y
in v(P ), we had

c·(y − x̃) ≤ μ‖y − x̃‖1 ≤ μn.

The worst-case complexity upper bound on the total number 
of required steps for geometric scaling on 0/1-polytopes from [10]
is O (n log2 n‖c‖∞). The above two remarks allow to improve the 
worst-case complexity of geometric scaling slightly in the case 
of 0/1-polytopes as shown in [3]. Observe that geometric scaling 
requires O (n log2 ‖c‖∞) iterations until μ ≤ 1/2. According to Re-
mark 2.2, we know that

max
y∈v(P )

c·(y − x̃) ≤ μ‖y − x̃‖1 ≤ 2μn ≤ n

and according to Remark 2.1, we know that each augmentation 
improves c·x by at least 1, so that the total number of iterations 
can be bounded by

O (n log2 ‖c‖∞ + n) = O (n log2 ‖c‖∞)

iterations; we assume here that one would simply stop the al-
gorithm after (at most) n additional steps and does not continue 
performing unnecessary halving steps as we are guaranteed to be 
optimal. In the following, we will refer to these improved bounds 
as early stopping bounds. With this we obtain the following upper 
bounds that we compare against.



A. Deza, S. Pokutta and L. Pournin Operations Research Letters 52 (2024) 107057
Fig. 1. The simplex S when n = 3.

Proposition 2.3 ([3]). Given a 0/1-polytope P of dimension at most n
and a vector c from Zn, geometric scaling solves

max
x∈v(P )

c·x

in no more than O (n log2 n‖c‖∞) steps using either variant of Algo-
rithm 1 and no more than O (n log2 ‖c‖∞) steps via early stopping.

In light of the above discussion, it follows from Proposition 2.3
that using the early stopping variants of geometric scaling reduces 
the number of required halving steps, and thus the lower bounds, 
by the n term under log.

3. Worst-case instances for geometric scaling via MRA

For any integer i such that 0 ≤ i ≤ n, denote by xi the point 
in Rn whose last i coordinates are equal to 1 and whose other 
coordinates are equal to 0. Note that x0 is the origin of Rn . This 
point will be our initial vertex for MRA based geometric scaling. 
Recall that, with this variant of Algorithm 1, the point x computed 
in Line 3 is a point such that

c·(x − x̃)/‖x − x̃‖1

is maximal. Consider the n-dimensional simplex S , illustrated in 
Fig. 1 in the special case when n = 3, whose vertices are the points 
x0 to xn . Further consider the vector c whose ith coordinate is i:

c = (1,2, . . . ,n).

In the remainder of the section, S and c are fixed and we study 
how MRA based geometric scaling behaves when P is equal to S .

Lemma 3.1. If, during the execution of MRA based geometric scaling on 
the simplex S, the point x̃ is equal to xi , then x̃ is set to xi+1 by the next 
augmentation step, regardless of the value of μ.

Proof. Let us compute the value of

c·(x j − xi)

‖x j − xi‖1
(1)

where j is distinct from i. If j is less than i, then x j − xi has 
no positive coordinate and at least one negative coordinate. As a 
consequence, c·(x j − xi) is negative, as well as the ratio (1).

If j is greater than i, then

c·(x j − xi)

‖x j − xi‖1
= 1

j − i

j−1∑
k=i

cn−k ,

where cn−k is the (n − k)th coordinate of c. Since cn−i > cn−k when 
k is greater than i,
3

c·(x j − xi)

‖x j − xi‖1
≤ cn−i ,

with equality if and only if j = i + 1. Hence, when j > i + 1,

c·(x j − xi)

‖x j − xi‖1
<

c·(xi+1 − xi)

‖xi+1 − xi‖1
.

As a consequence, if at the beginning of a step during the ex-
ecution of MRA based geometric scaling, x̃ is equal to xi where 
i < n, then x will be set to xi+1 in Line 3, and the next augmenta-
tion will set x̃ to xi+1 as announced. �
Theorem 3.2. Starting at the origin of Rn, MRA based geometric scaling 
requires n augmentation steps and log2 n‖c‖∞ +1 halving steps in order 
to maximize c·x over S. With the early stopping policy, the number of 
required halving steps decreases to log2 ‖c‖∞ + 1.

Proof. Note that the optimal solution of the problem is xn . Accord-
ing to Lemma 3.1, the algorithm performs n augmenting steps to 
reach xn from x0. Since μ is initialized with a quantity larger than 
‖c‖∞ , at least log2 n‖c‖∞ + 1 halving steps are required in order 
to scale μ down to less than 1/n. �
4. Worst-case instances for feasibility based geometric scaling

Let us now consider feasibility based geometric scaling, the 
variant of Algorithm 1 that uses the feasibility based oracle. In that 
variant, the point x computed in Line 3 of Algorithm 1 can be any 
vertex of P that satisfies

c·(x − x̃) > μ‖x − x̃‖1.

In particular, x is possibly not a maximizer of the ratio

c·(x − x̃)

μ‖x − x̃‖1
.

We show that feasibility based geometric scaling can require

n/3 + log2 n‖c‖∞ + 1

steps to reach optimality. In order to do that, we will use the same 
simplex S as in Section 3, with vertices x0 to xn but a different 
vector c whose coordinates are exponential. More precisely, c is 
the vector whose ith coordinate is 2i :

c = (2,4, . . . ,2n).

As in Section 3, we will start the algorithm at vertex x0.

Lemma 4.1. Assume that, at the start of a step during the execution of 
feasibility based geometric scaling on S, x̃ is equal to xi . If, in addition,

μ < cn−i ≤ 2μ

then the step ends with an augmentation that either sets x̃ to xi+1 , to 
xi+2 , or to xi+3 .

Proof. We proceed as in the proof of Lemma 3.1 by computing

c·(x j − xi)

‖x j − xi‖1
(2)

when j 
= i. If j < i, this ratio is negative because x j − xi has at 
least one negative coordinate and none of its coordinates is posi-
tive. In particular, the next augmentation cannot set x̃ to x j . Now 
assume that j > i. In this case,
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c·(x j − xi)

‖x j − xi‖1
= 1

j − i

j−1∑
k=i

cn−k ,

= 1

j − i

⎛
⎝ n∑

k=i

2n−k −
n∑

k= j

2n−k

⎞
⎠ ,

= 2n−i+1 − 2n− j+1

j − i
,

= 2n 21−i − 21− j

j − i
.

If in addition μ < cn−i ≤ 2μ, then

2iμ < 2n ≤ 2i+1μ.

As a consequence,

2
1 − 2i− j

j − i
μ <

c·(x j − xi)

‖x j − xi‖1
≤ 4

1 − 2i− j

j − i
μ.

As the ratio (1 − 2−t)/t is less than 1/4 when t belongs to 
[4, +∞[, the step cannot end with an augmentation that sets x̃
to x j where j ≥ i + 4. Now observe that this ratio is equal to 1/2
when t is equal to 1. Hence,

c·(xi+1 − xi)

‖xi+1 − xi‖1
> μ.

This proves that the step will end by an augmentation that sets 
x̃ to one of the vertices xi+1, xi+2, or xi+3, as desired. �
Theorem 4.2. Starting at the origin of Rn, feasibility based geometric 
scaling requires n/3 augmentation steps and log2 n‖c‖∞ + 1 halving 
steps in order to maximize c·x over S. With the early stopping policy, the 
number of required halving steps decreases to log2 ‖c‖∞ + 1.

Proof. The same argument as in the proof of Theorem 3.2 yields 
that the algorithm performs at least log2 n‖c‖∞ + 1 halving steps. 
Theorem 4.2 then follows from Lemma 4.1 and from the observa-
tion that, after a halving step where x̃ is equal to xi , either cn−i is 
less than μ (in which case the next step is also a halving step) or 
satisfies μ < cn−i ≤ 2μ. �
5. The tradeoff between scaling and oracle accuracy

In this section, we consider a generalization of feasibility based 
geometric scaling where, in Line 5 of Algorithm 1, μ is divided by 
α instead of 2, where α is strictly larger than 1. This modified al-
gorithm will be referred to as generalized feasibility based geometric 
scaling. Note that feasibility based geometric scaling is recovered 
simply by setting α = 2. Whole μ is no longer halved, we still re-
fer to this operation as a halving step. The parameter α controls 
the amount of both augmenting and halving steps performed by 
the algorithm. If α is close to 1, then only a small region is made 
feasible after each halving step. In this case, the feasibility oracle 
in Line 3 of Algorithm 1 has few choices for feasible solutions and 
its ability to find the best possible feasible point is not important. 
If, on the contrary α is large, then many new points will be fea-
sible after each halving step. In fact, for large enough values of α, 
the algorithm will be completely descaled as all the vertices x of 
the polytope such that c·x is greater than c·x̃ will be made feasi-
ble after the first halving step. In this case, the number of steps 
required to reach an optimal solution is completely determined by 
the ability of the feasibility oracle (called in Line 3 in Algorithm 1) 
to reach optimality. In other words, α also controls whether the 
4

complexity of the procedure is mainly due to the augmenting steps 
or to the accuracy of the feasibility oracle.

It turns out that α also explains the gap between the lower 
bounds provided by Theorems 3.2 and 4.2 on the complexity of 
geometric scaling. In particular, we will show how the term n/3 in 
the latter lower bound depends on α.

We consider, again, the same simplex S as in Sections 3 and 4
but use an objective vector whose ith coordinate is �αi :

c = (�α, �α2, . . . , �αn).

Lemma 5.1. If, at the start of some step during the execution of general-
ized feasibility based geometric scaling, x̃ is equal to xi and

μ < cn−i ≤ αμ,

then that step ends with an augmentation that sets x̃ to x j where j is 
greater than i and

α�α1 − �αi− j

j − i
> 1. (3)

Proof. Let us compute the ratio

c·(x j − xi)

‖x j − xi‖1
(4)

when j 
= i. As in the proof of Lemma 4.1, this ratio is negative 
when j < i. In that case, the next augmentation will not set x̃ to 
x j . If, on the contrary, j > i then the same calculation as in the 
proof of Lemma 4.1 yields

c·(x j − xi)

‖x j − xi‖1
= �αn �α1−i − �α1− j

j − i
.

Now assume that μ < cn−i ≤ αμ. In that case,

�αiμ < �αn ≤ α�αiμ,

and it immediately follows that

�α1 − �αi− j

j − i
μ <

c·(x j − xi)

‖x j − xi‖1
≤ α�α1 − �αi− j

j − i
μ.

First observe that, when j = i + 1, the first inequality is

(�α − 1)μ <
c·(xi+1 − xi)

‖xi+1 − xi‖1
.

As α is greater than 1, it follows that the step will end by an 
augmentation. Moreover that augmentation can set x̃ to xi+1. Fi-
nally, if the augmentation sets x̃ to x j , then j must satisfy (3) by 
the second inequality. �

Now denote by ωα the number of integers t such that

α�α1 − �α−t

t
> 1.

As already noted in the proof of Lemma 5.1, that inequality is 
always satisfied when t = 1 because α > 1, and thus ωα ≥ 1. One 
can check that the first few values of ωα are ωα = 1 when

1 < α ≤ 4

3
,

ωα = 2 when

4
< α ≤ 12

,

3 7
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and ωα = 3 when

12

7
< α ≤ 2.

Then, ωα jumps to 6 when

2 < α ≤ 729

364

because �α is no longer equal to 2, but to 3. Further note that ωα

grows like α2 when α goes to infinity.

Theorem 5.2. Starting at the origin of Rn, generalized feasibility based 
geometric scaling requires n/ωα augmentation steps and logα n‖c‖∞ +
1 halving steps to maximize c·x over S. With the early stopping policy, 
the number of required halving steps decreases to logα ‖c‖∞ + 1.

Proof. Recall that generalized feasibility based geometric scaling 
is identical to feasibility based geometric scaling, except that μ is 
divided by α in Line 5 of Algorithm 1. Therefore, it still performs 
logα n‖c‖∞ + 1 halving steps. The theorem is then a consequence 
of Lemma 5.1. Indeed, as �α ≥ α, after a halving step where x̃ is 
equal to xi , either cn−i is less than μ (in which case the next step 
is also a halving step) or satisfies μ < cn−i ≤ αμ (in which case the 
next step is an augmenting step) and in the latter case, it follows 
from Lemma 5.1 that at most ωα vertices of S are feasible. �

Note that Theorem 4.2 is the special case of Theorem 5.2 ob-
tained when α = 2. Indeed, in this case, ωα is equal to 3 and, 
therefore at most three new vertices are made feasible after each 
halving step. However, choosing α = 4/3 (or, in fact, any α satis-
fying 1 < α ≤ 4/3) provides Corollary 5.3 because in that case, ωα

is only equal to 1. More precisely, just as MRA based geometric 
scaling requires n augmentation steps with the vector

c = (1,2, . . . ,n),

generalized feasibility based geometric scaling requires n augmen-
tation steps in order to maximize c·x over S when α is equal to 
4/3 and the vector c is given by

c =
(⌈

4

3

⌉
,

⌈
4

3

⌉2

, . . . ,

⌈
4

3

⌉n
)

= (2,4,8, . . . ,2n).

Corollary 5.3. If α is equal to 4/3 and

c = (2,4,8, . . . ,2n),

then, starting at the origin of Rn, generalized feasibility based geomet-
ric scaling requires n augmentation steps and log4/3 n‖c‖∞ + 1 halving 
steps to maximize c·x over S. With early stopping, only log4/3 ‖c‖∞ + 1
halving steps are required.

6. A remark on upper bounds

It is shown in [3] that the number of augmentation and halving 
steps performed by feasibility based geometric scaling is always 
at most O (n log2 ‖c‖∞). This bound relies on a result from [10]
whereby the algorithm performs at most O (n) augmentations be-
tween two consecutive halving steps. However, recall that with 
feasibility based geometric scaling, the oracle called at Line 3 in 
Algorithm 1 can pick any vertex x of P in SP (μ, ̃x). We show that 
in fact, the oracle can always pick x such that at most one augmen-
tation is performed between any two consecutive halving steps.
5

Lemma 6.1. If at the beginning of a step during the execution of fea-
sibility based geometric scaling, the set SP (μ, ̃x) is non-empty, then 
SP (μ, ̃x) contains a point x such that SP (μ, x) is empty.

Proof. Assume that SP (μ, ̃x) is non-empty at the beginning of a 
step during the execution of feasibility based geometric scaling. It 
suffices to show that for any point x in SP (μ, ̃x) the set SP (μ, x)
is contained in SP (μ, ̃x). Indeed, this implies that, if SP (μ, x) is 
non-empty, any of the points it contains could have been picked 
by the oracle instead of x. Since SP (μ, ̃x) is non-empty and c·y is 
greater than c·x for any point y in SP (μ, x), this shows that the 
oracle can always pick x in such a way that SP (μ, x) is empty.

For any point x in SP (μ, ̃x),

c·(x − x̃) > μ‖x − x̃‖1

and for any point y in SP (μ, x),

c·(y − x) > μ‖y − x‖1.

Summing these two equalities yields

c·(y − x̃) > μ(‖y − x‖1 + ‖x − x̃‖1). (5)

However, by the triangle inequality, the right-hand side of (5)
is at least μ‖y − x̃‖1. Hence, y belongs to SP (μ, ̃x), as desired. �

Finally, recall that any variant of geometric scaling performs at 
most log2 ‖c‖∞ + 1 halving steps. As a consequence, we get the 
following theorem from Lemma 6.1.

Theorem 6.2. There always is an execution of feasibility based geometric 
scaling that performs at most

2(log2 ‖c‖∞ + 1)

augmentation and halving steps.

The gap between this bound and the O (n log2 ‖c‖∞) bound 
established in [3] illustrates the critical role of the oracle for ge-
ometric scaling algorithms.

Data availability

No data was used for the research described in the article.
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