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Abstract—Energy management is one of the biggest challenges
in today’s fast growing world of technology. While data centres
play a critical role as a facility for storage and IT operations, they
also consume a significant amount of energy to operate, especially
for cooling. Efficient cooling of data centres involves meeting
temperature constraints while minimizing power consumption.
We first demonstrate the applicability of a zonal model for
a modular data centre. We then leverage this zonal model to
demonstrate that a joint workload assignment and cooling control
problem has a simple solution: equally load the servers and
maximize the setpoints of the cooling units to meet redline
temperature constraints.

Index Terms—data centres, cooling control, zonal model

I. INTRODUCTION

Data centres are an integral part of today’s technology. With
the growing demand for data centers to meet computational
needs, there is pressure to decrease data centre-related costs.
As of 2018, data centres use on the order of 200 terawatt
hours of electricity per year, and this amount is increasing
at a significant rate [1]. Cooling accounts for a considerable
fraction of the overall power consumption in data centres. In
a data centre as large as 5000 square feet about 40% of power
consumption is accounted for by cooling [2]. By reducing the
amount of power needed to cool servers, the overall power
consumption can be decreased. Efficient cooling of data cen-
tres involves meeting temperature constraints while minimiz-
ing power consumption. In this paper, we are interested in the
opportunities that may be available through integrated control
of multiple cooling units. Currently, in data centres with more
than one cooling unit, each of the cooling units is controlled
independently. In other words, cooling units do not collaborate
with each other. This mode of operation results in each cooling
unit needing to be set for the worst case, which results in
over cooling and is not energy efficient. Coordinating cooling
units has the potential to decrease the power consumption of
a data centre by eliminating this over cooling. Furthermore,
coordinating with workload management may help mitigate
cooling unit power consumption.

There are some techniques currently used to reduce power
consumption in data centres. For example, to control power
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consumption of servers, processors use dynamic voltage and
frequency scaling (DVFS), letting them change voltage or
frequency dynamically during run time [3], [4]. This is a
server-level optimization which is not in the scope of this
research. Server consolidation is another technique that assigns
workload to a minimum number of servers and shuts down the
rest [5]–[7]. On the other hand, load balancing is the technique
which distributes workload uniformly among all of the servers
to achieve evenly distributed power to both reduce hot spots
and decrease latency [8]. A number of previous works have
examined the problem of controlling multiple cooling units in
a data centre, the focus of this work. Most of these works –
and our work – focus on different zones within a data centre.
A zone or a region of influence of a cooling unit is an area
within which the temperatures of different points are the same,
within some tolerance. While operating, locations closer to a
cooling unit have lower temperatures than distant locations,
creating a region or a zone. The shape and location of a
zone are not static and vary between different architectures
and cooling unit placements within a data centre [9]. Physical
barriers such as wires and walls also affect the shape of zones.
It is worth noting that the concept of zones in data centres and
using zonal models for the aim of controlling or monitoring
temperature has always been a matter of interest. This comes
from the fact that using a zonal model can decompose a larger
problem into smaller and potentially more tractable problems.
Some research has solely focused on methodologies to define
zones in a data centre. For example, Hamann et al. [10] use
thermal equations to find zones in a raised floor data centre.
However, in most works the manner of defining zones or
the parameters that affect the zones are not discussed. Song
et al. [11] is one example of such work. They focus on a
zonal model to describe airflow and temperature patterns in
a data center. In their work, they regard a zonal model as
a thermodynamics-based intermediate approach and do not
talk about the process of finding zones and defining their
boundaries. Bash et al. in [12] outline a control scheme for
dynamic thermal management of air-cooled data centres. In
this research, each CRAC’s supply air temperature is perturbed
and the subsequent change at each rack’s inlet is recorded.
Regions of influence or zones are defined by this process, an
example of the shapes of zones is shown in Figure 1. Their



data centre also uses a raised floor structure to cool the servers.

Fig. 1. Temperature at front and side of racks for an experiment [12]

In most of the previous research in this area, cooling
units and servers are physically separate, for which it seems
plausible to have different zones. They make use of separate
cooling units located far from servers and raised floor cooling.
In contrast, our data centre is a modular system in which
servers and cooling units are in an enclosure and thus are not
separate from each other. This in row cooling architecture is
known to be more efficient than conventional cooling [13]. In
the next section, we show that a zonal model is still applicable
and zones can be clearly defined. In addition we explore
which parameters affect the zones and to what degree. In
the subsequent section we explore the implications of a zonal
model for the joint control of workload and cooling.

II. MODULAR DATA CENTRE ZONAL MODEL

In this section, we study the plausibility of a zonal model
for a data centre with in row cooling units. The architecture
of our data centre and details of our experiments can be found
in [14]. We use a data centre with five racks and two in
row cooling units, one at each end. In a typical deployment
the set points of the cooling units are set to equal values at
the lowest possible magnitude, which results in overcooling.
To investigate the effect of individual cooling units on the
inlet temperature distribution within the racks, we conducted
experiments where we incrementally changed the difference
between setpoints of cooling units. We altered cooling unit
setpoints, workload, and fan speed and monitored the changes
in the resulting temperature distribution. We observed the
changes in the shapes of the zones as we varied the different
parameters and determined that the only factor that changes
the shape of the zones is the relative values of the setpoints.
We now give a short summary of our experiments. Complete
details are in [14].

We chose different setpoints for the cooling units to be able
to observe the potential zones. As a result of the setpoint
difference, regions of influence were observed for each cooling
unit. We determined that when the cooling units have different
set points, based on the inlet temperatures of the servers there
exist two zones, corresponding to the region of influence of
each cooling unit.

The experiments were designed to consolidate this zonal
hypothesis. We wanted to explore the effect, if any, of the
operational parameters including workload, setpoint of each
cooling unit, and fan speed of each cooling unit. We altered
each of these parameters one by one and recorded the temper-
ature reported by temperature sensors installed at the front of
servers. We observed the changes in the shapes of the zones
and determined that the only factor that changes the shapes
of the zones is the relative value of the setpoints. One set of
experiments is shown in Figure 2 (the reader is referred to
[14] for additional experiments). Here all servers are equally
loaded with the given utilizations. The value in each cell gives
the temperatures at particular locations in front of the racks.
Cells directly below a rack name are temperature values at
the top, middle, and bottom of the centre of the corresponding
rack. Values between rack names are for the top, middle, and
bottom between the corresponding racks. Cells in blue have
temperature values closer to the cooling unit with lower set
point (16°C on the right), while cells in red have temperature
values closer to the higher set point (24°C on the left). As can
be seen, the changing utilization has only a minor effect on
the shapes of the zones.

Fig. 2. Temperature zones for varying utilization

III. INTEGRATED CONTROL

One of the most important use cases of a zonal model is
to address the problem of distributing workload. Minimizing
the power consumption of cooling units while maintaining
temperature constraints can be formulated as an optimization
problem. The key idea in simplifying this problem is that we
are considering one inlet temperature per zone rather than
taking each server’s inlet temperature into account. (Doing
the latter would require a more detailed thermal model,
which can be difficult to achieve in practice, both due to the
inherent complexity of developing such thermal models and
the dynamic nature of data centre environments.) In order to
better clarify the notation for the optimization problem, we
define a function Z(j), which denotes the zone of server j
(the cooling unit that is associated with the server). Because



we only have two zones, Z(j) only assumes the values 1 and
2. Note that the remainder of our results are for two zones,
but are easily generalized to an arbitrary number of zones.

The total power consumption of a data center can be written
in terms of the power consumption of cooling units plus the
IT power (the amount of power that servers use), Ptotal =
PIT + Pcooling. If the IT power is a direct function of the
entire workload (U ), then it is relatively insensitive to where
the workload is placed. We assume this to be the case.

The power consumed by a cooling unit is directly pro-
portional to the power consumed by the servers (the power
consumed by a server is typically a convex function of its
utilization) and inversely proportional to the Coefficient of
Performance. The Coefficient of Performance or CoP is the
ratio of the heat removed by the cooling unit (the heat
generated by the servers) to the amount of work done by the
cooling unit. It should be noted that CoP of a cooling system
is not constant and is an increasing function of the cooling
unit setpoint (see [15] and [16]).

Below is the optimization problem. Decision variables are
the utilizations of the servers (uj) and the cooling unit set-
points (Tsetpoint,i). In addition, Tcpu,j is the CPU temperature
of server j, Tin,j is the inlet temperature of server j, Thot is
the maximum allowable server CPU temperature, and N is
the total number of servers. We assume that all servers are
identical. By solving this optimization problem, we will find
the optimal setpoint temperatures and server utilizations in
order to minimize the power consumption of cooling units.

Min
uj ,Tsetpoint,i

2∑
i=1

Pi

subject to
Tcpu,j= f1(uj , Tin,j), j = 1, . . . , N (1)
Tcpu,j≤ Thot, j = 1, . . . , N (2)

Pi=

∑
j:Z(j)=i f3(uj)

CoP (Tsetpoint,i)
, i = 1, 2 (3)

CoP (Tsetpoint,i)= f4(Tsetpoint,i), i = 1, 2 (4)
Tin,j= Tsetpoint,i + η, Z(j) = i, j = 1, . . . , N, i = 1, 2

(5)
ni= f5(Tsetpoint,1, Tsetpoint,2), i = 1, 2 (6)
N∑
j=1

uj= NU (7)

This problem entails keeping CPU temperature below a pre-
defined threshold (2), 70°C is a typical value. The constraint
(1) can be found in [17] and is used to calculate Tcpu,j as a
function of Tin,j and uj . Constraints (3) and (4) give the power
consumption of the cooling units (previously discussed). The
constraint (5) is the key constraint that simplifies the model,
being a zonal estimate for Tin,j in relation to Tsetpoint,i. It
follows the zonal model and states that a server’s inlet temper-
ature is equal to the corresponding cooling unit’s setpoint plus
a constant value (η), where η can depend on the application.
Having said that, we will see later that our structural results

for the optimization problem are independent of η. Finally,
constraint (6) is a mapping from the cooling unit setpoints to
the size of each zone.

With the optimization problem formulated, we can solve it
for uj and Tsetpoint,i to jointly optimize all the parameters
and make a holistic conclusion about workload distribution
and cooling unit control.

We will see that under mild conditions, the following simple
policy is optimal.

1) Set the cooling unit setpoints to the same temperature
and as high as possible.

2) Distribute the workload uniformly over all servers
(servers in different zones have the same utilization).

First, we see that the zonal model simplifies the optimization
problem. If f1(uj , Tin,j) is convex in uj (a reasonable assump-
tion and satisfied by all proposed models in the literature), it
is not difficult to see that the utilizations of servers within a
zone should be identical.

Lemma 1. Assume that f1(uj , Tin,j) is convex in uj and that
the total load assigned to zone i,

∑
j:Z(j)=i uj is fixed. Then it

is optimal for all servers in zone i to have the same utilization.

Proof. By convexity of f1, maxj:Z(j)=i Tcpu,j is minimized
if all utilizations are equal. As the COP is increasing in
Tsetpoint,i, this allows Tsetpoint,i to be maximized (such that
(2) is tight) and thus Pi is minimized.

As described in the proof of the previous lemma, the
setpoint of each cooling unit should also be maximized to
make (2) tight. (Note that by (1) and (5), Tcpu,j can be
determined directly from Tsetpoint,i). This is the key use of
the zonal model.

All that remains is to show that the utilizations of the servers
in the two zones should be identical. Before proceeding with
the proof of that result, we note that if the power consumed
by a server is convex in uj , then the power consumed by a
cooling unit is also convex in uj (remember all uj’s in a zone
are the same) and is directly proportional to ni.

Theorem 2. Uniform workload distribution over all servers in
all zones minimizes the total power consumption of the cooling
units.

Proof. We define Pi(u) as the power consumption of cooling
unit i when the utilization of servers in zone i is u. We begin
with equal utilizations of all servers and study deviations from
this workload assignment. Without loss of generality, u+ δ is
the increased utilization in zone 1 and u− δ′ is the decreased
utilization in zone 2.

The deviation made in each zone is a function of the size
of that zone. The relation between them can be shown to be
δ′/δ = n1/n2, where as a reminder ni is the number of servers
in zone i.

Also, we have Pi(u) = P̄i(u), where P̄i(u) is the power
consumption of cooling unit i due to a single server in its zone



and the total power consumption is equal to the sum of the
power consumption of both cooling units:

2∑
i=1

Pi(u) = n1P̄1(u) + n2P̄2(u).

Our goal is to show the power consumption after deviating
from the uniform workload distribution has a larger value than
the power consumption of the uniform workload distribution:

P1(u) + P2(u) ≤ P1(u− δ) + P2(u+ δ′). (8)

or

n1P̄1(u) + n2P̄2(u) ≤ n1P̄1(u− δ) + n2P̄2(u+ δ
n1
n2

). (9)

Because the power function Pi(u) is convex and increasing,
(9) can be rearranged as

n1[P̄1(u) − P̄1(u− δ)] ≤ n2[P̄2(u+ δ
n1
n2

) − P̄2(u)]. (10)

We can write the difference on the right hand side of (10)
using the following relation:

P̄2(u+
n1
n2
δ) − P̄2(u) = P̄ ′

2(u)
n1
n2
δ + ε(u). (11)

where ε(u) is the error in using the derivative at u as an
approximation. Because the function P̄2(u) is increasing and
convex, P̄ ′

2(u − δ) · δ is an underestimate of P̄2(u + n1

n2
δ) −

P̄2(u), hence the error is positive.
So, we have

n1P̄
′
1(u)δ − n1ε

′(u) ≤ n1P̄
′
2(u)δ + n2ε(u). (12)

In (12), P̄ ′
1(u)δ and P̄ ′

2(u)δ have the same value, so (12) is
equivalent to

−n1ε′(u) ≤ n2ε(u). (13)

In (13), both ε(u) and ε′(u) have positive values, therefore
(13) is a tautology and is true for all u.

With the result of Theorem 2 in hand, we have shown that
our proposed algorithm minimizes the total power consump-
tion of the cooling units.

IV. CONCLUSION

We have demonstrated the validity of a thermal zonal
model for modular data centres. This, combined with previous
insights for enterprise data centres, suggest that using zonal
models for operational optimization spans a number of data
centre architectures. If one is concerned with cooling power
consumption, then we show that if a zonal model is valid,
under mild (and practically realistic) conditions, the problem
of joint control of cooling and workload management has
a simple solution: balance the load on all servers and raise
the cooling unit setpoints to the maximum values that respect
thermal constraints. There is some discussion of the magnitude
of savings possible with this algorithm in [14], but more
extensive studies are warranted.

One assumption that would be interesting to address in
the future would be that the power consumed by the servers
depends only on the overall offered load. Server consolidation
and the ability to power down servers (or place servers in
deep sleep modes) may mean that balancing the load on all
servers may have greater power consumption than if the load
were consolidated on fewer servers. It would be interesting to
see if a form of these simple policies can be extended to this
setting.
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