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Abstract—In this work we address the problem of fault-
tolerant operation of data center thermal management systems.
A data driven fault tolerant control framework is proposed. First,
a data driven dynamic predictive model is trained using subspace
identification. This model is utilized in a model predictive con-
troller to predict dynamic behavior of a data center. An economic
model predictive control is designed to maintain temperatures
within an allowable range while minimizing operational costs of
the cooling system. An observer based fault diagnosis method is
then developed to detect and isolate sensor faults. When a fault
occurs, it is diagnosed and the corresponding measured signal
is replaced with the reconstructed signal from a state estimator.
The effectiveness of the proposed method is illustrated through
simulations on a mechanistic data center model.

Index Terms—Data centers; Thermal management; Zonal
control; MPC; EMPC; Data driven predictive model; Time series
analysis; Machine learning.

I. INTRODUCTION

Growing demand for cloud based services requires reliable
operation and monitoring of data centers (DCs). These op-
erational systems require proven capabilities in scale, speed
and security to support costumer demand. At the same time,
DCs are currently drawing up to 5% of the world’s electricity
[1], [2], with this proportion growing because of increasing
demand for cloud computing infrastructures. About 40% of
this energy is usually provided for thermal management of IT
equipment (ITE) [3]-[5]. The aim of DC cooling systems is to
maintain server temperatures within a safe temperature region,
where servers can be reliably operated. The safe temperature
ranges for different types of DC hardware are available in
guidelines such as those of ASHRAE [6]. This can be achieved
by utilizing modern and advanced control and monitoring
techniques. The challenges in the closed-loop operation of
DCs are compounded by uncertainties manifested as variations
in demands or faults. DC performance can be negatively
affected by abnormal operating conditions and faults, which
can lead to undesired consequences including unsatisfactory
quality of service, economic loss and hardware failure (or any
combination of these).

A data center’s control and monitoring framework must be
capable of fault detection and isolation (FDI) and fault tolerant
control (FTC). All model-based FDI frameworks consist of
two main components, an underlying model to predict healthy
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system behavior and FDI logic to detect and isolate faults. A
wide variety of methods have been proposed assuming the
availability of a good model (mechanistic or data driven).
Theses approaches are based on comparing measured/available
data with estimated/reconstructed signals. In the presence of a
fault a considerable difference typically exists between some
of the available signals and reconstructed signals estimated
using the model. The logical part of an FDI system utilizes the
residual values to diagnose fault(s). With respect to controller
design, there are several approaches employed for dynamic
management of data centers.

Violation of safe temperature guidelines, even by 1 or 2
degrees, can result in server failures [7], [8]. It can also result
in poor performance [9]. Therefore a controller is required that
can maintain safe temperatures while minimizing operating
cost. In order to control temperatures within a DC, we find
that a control theoretic viewpoint is applicable.

Recently we proposed a data driven controller for data
center thermal management [10]. Using a Model Predictive
Control (MPC) approach, our technique solves an optimization
problem at each sampling instant over a finite time hori-
zon, subject to a dynamic model of the system and general
constraints, in order to calculate the control action. The
proposed framework minimizes operating costs while ensuring
temperatures are within a given safe temperature zone. In order
to enable fault tolerant operation the FDI system should be
integrated with the controller. There are different types of
data driven fault diagnosis frameworks that can be utilized.
In [11] a black-box fault detection method for rack-level
fault detection is proposed. In [12] and [13] the problem of
workload management under faults is considered. However,
the problem of fault tolerant control of a cooling unit is not
addressed in these works.

Motivated by the above considerations, in this work we
address the problem of designing a fault tolerant control
framework for ensuring that temperature is within a safe range.
To this end first a fault detection and isolation framework is
proposed, which is then integrated with an economic model
predictive control framework. The rest of the manuscript is
organized as follows: First, the general description for the
data center considered in this work, a mechanistic model for
DCs as a test bed, a machine learning approach (subspace



identification) and a representative formulation for Economic
MPC are reviewed. Then the proposed FDI approach for
sensor faults is presented and is integrated with the controller.
The efficiency of the proposed FDI and FTC methods is
illustrated by simulating a DC with two rack mounted cooling
units. Finally, concluding remarks are presented.

II. PRELIMINARIES

In this section, a description of a recently developed data
center with rack mounted cooling units is reviewed. This is
utilized as our test-bed model. A machine learning based
predictive model that is used to predict the dynamic behavior
of the system is described. Finally a description of the eco-
nomic model predictive (EMPC) framework is presented. This
material is a summary of the work presented in [10] and is
included here for completeness.

A. Data Center

There are different types of cooling methods in data centers:
room based, row based and rack mounted cooling units. In
this work we consider a single rack data center with two
rack mounted cooling units (RMCUs). The schematic for a
data center IT rack within an enclosure that is cooled by two
RMCUs is presented in Fig. 1.

In this work we utilize a mechanistic model as a test
bed. The model was recently developed in [14]. The model
development uses heat transfer and fluid mechanics principles
to capture dynamic behavior of the system. A detailed expla-
nation of the model development can be found in [14]. The
final formulation is a set of differential, algebraic equations.
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Fig. 1. Schematic of the IT enclosure integrated with a single rack and two
RMCUs with separated cold and hot chambers. The zones (control volumes)
in the front and back chambers are shown.

B. Dynamic Predictive Modeling

In this section we briefly review a data-driven (machine
learning) method for dynamic modeling. We will utilize a
subspace-based identification method to train a discrete time
state space model. The goal in model identification is to

compute the linear time invariant (LTI) model parameters with
the following form:

Tpt1 = Azxy, + Buy + wy, )]
yr = Cxg, + Dug + vg 2)

where * € R"* and y € R™ denote the vectors of state
variables and measured outputs, w € R"* and v € R"v are
zero mean, white vectors of process noise and measurement
noise with the following covariance matrices:

E[(Z);) (wi )] = (;% g) Wy 3)

where () € R"=*" § ¢ R">" and R € R"™*"™v are
covariance matrices, and d;; is the Kronecker delta function.

In order to calculate the model parameters from given input
and output data, the training procedure from [15] is adopted.
A detailed description of the data-driven modeling, which
involves orthogonal projection and least squares, is explained
in [15] and [16].

Note that the order of the LTI system n, is selected in a
manner such that the identified system is controllable and the
prediction of validation data is acceptable.
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Fig. 2. Model validation results (outputs: six temperature values in front of
servers)
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Fig. 3. Model validation results inputs and measured disturbances

Remark 1: The order of the model or the number of states
to be used for the model (the only model parameter choice)
is decided from properties of the training data fitting. This



is done at the singular value decomposition step, where the
choice of the number of states is equal to the number of
dominant singular values. Note also that for the case that data
are collected in closed-loop with noise or disturbances in the
plant, open-loop identification methods are theoretically biased
for data driven modeling, and closed-loop identification must
be used, for example the closed-loop identification method
utilized in [17].

C. Economic Model Predictive Control

In this section an economic model predictive controller
based on the identified model is described. The goal of this
controller is to keep all the temperatures in front of the servers
within a desired range. The proposed controller is found as a
solution of the following optimization problem, which we call
the EMPC optimization problem:

P
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subject to:
i(k+1) = Ai(k) + Bu(k) + Bad(k) (5)

d(k+1) = d(k) (6)
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where ¢, and u; are the predicted output trajectory and
input at the kth sampling instant. The vectors £ and & are
the predicted value and the estimate of the subspace state,
obtained utilizing a state estimator. The vectors d and d are the
predicted value and the estimate of the measured disturbances,
equal to the latest measurement. The vectors c._ and c.,
denote penalties associated with slack variables. The vector ¢,
denotes the cost of the manipulated input variables. The slack
variables e_ and e are added to the lower and upper bounds
on the outputs to ensure the feasibility of the optimization
problem (slack variables). The values ¥,,,;,, and Y4, are lower
and upper bounds on the output (temperatures).

In order to compute the control action, the EMPC optimiza-
tion problem is solved at each sampling instant. The first input
in the computed sequence is then implemented. The controller
optimization problem is a linear programming problem. There-
fore, using available solvers, the global optimum (if constraints
are consistent) can be calculated. A Kalman filter is employed
for state estimation in this study.

III. DATA-DRIVEN FAULT DIAGNOSIS AND
FAULT-TOLERANT CONTROL OF DATA CENTERS

A. Fault Diagnosis for Data Centers

In this section a data-driven fault detection and isolation
technique for sensor faults is proposed. The method is then
utilized to develop a fault tolerant control framework for

data centers. In order to diagnose sensor faults consider the
identified model of the system subject to the faults:

(11
(12)

i1 = Azy + Buy, + wi,
yr = Cp + Duy + vp + fi,

where fr € R™ denotes the sensor fault vector and the
rest of the variables are as defined earlier. In order to detect
and isolate these faults a bank of observers is designed. The
number of observers is equal to the number of measured
outputs (n,). The ith observer, O;, is designed to detect
faults in the sensor for the :th output. The observers have
the following form:

ey
Trt1

O;:q "5
{yg’

where #9¢ and ¢ denote the predicted state and output cal-
culated with the ith observer. The observer gain is calculated
similar to (??)-(??). The difference is that the ith observer
excludes y; from its measured and predicted outputs. The
vectors y,[;] € R™~! and ,7;/,[;] € R™~! denote the measured
and predicted outputs excluding the ¢th output of the system
(3/;[;] = Uk s Uk YkitLs - - - Yooy )L )-

The ith observer uses the most recent measurement y,?i
which includes all the outputs except the ith output (yy ;) to
estimate the state of the system (Igi). Then 297 is utilized
in (2) to estimate the outputs of the system §,”*. The esti-
mated (reconstructed) output g}l? is then compared with the
corresponding measured value (y;) to calculate the residual
value of the signals. Also, note that in the update step of
state estimation, the ith output is not utilized, therefore this
estimation would be insensitive to a fault in the ¢th sensor. In
the absence of a fault the residual value should be negligible.
The residual values may be non-zero due to plant-model
mismatch. In order to determine a threshold on the residual
caused by the plant-model mismatch, training data are utilized.
For each sensor, the threshold is the maximum value of the
residual for each output in healthy (fault free) training data.

In order to detect sensor faults, the residuals are contin-
uously calculated by comparing measured and reconstructed
output signals. In the case that there exists a sensor fault in
the ¢th sensor, the residual between the reconstructed signal
from the ith observer for the ith output with measured value
exceeds the threshold for that output. More precisely:

Tik
Tik

where 7; denotes the residual vector and is computed as
follows:

= A& + Buy, + K (4} — 31) a3)
= Ci" + Duy, ’

1=1,...,my

There is a fault in the ith sensor
There is not a fault in the 7th sensor,

>N
<

b

(14)

rik = 90 = Yikl- (15)

The vector 7 is the threshold vector.



B. Fault-Tolerant Control of Data Centers

In order to ensure safe and efficient operation, after fault de-
tection and isolation, fault tolerant control should be utilized.
In this section the developed framework is augmented with a
fault tolerant mechanism.

In the case of a measurement fault in the ith sensor, the fault
is diagnosed by the proposed fault detector. The measured
signal for the ith sensor is replaced with the reconstructed
value of the signal by the observer O;, also the observer is
replaced with the state estimator O;. The proposed framework
is illustrated in Fig. 4:
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Fig. 4. Fault tolerant control framework

IV. ILLUSTRATIVE SIMULATION RESULTS
A. Data Driven Modeling

The model is computed using the proposed identification
method. The manipulated variables are two air flow rates in
front of the fans and overall chilled water flow rate. The
measured disturbances are the server utilizations (assumed to
be uniform among servers) and chilled water temperature. The
controlled outputs are the six temperatures in front of the
servers.

In order to identify a model, inputs and utilizations are per-
turbed using pseudo-random binary sequences, except for the
chilled water temperature. The chilled water is typically taken
from a utility service, and its temperature is subject to changes
due to the time varying load. Here, we assume a sinusoidal
signal. The identified model consists of twenty states, three
manipulated input variables, two measured disturbances and
six measured outputs.

The identified model has the following form:

Tr+1 = Az + Bug, + Bady, + wy, (16)
yr = Czp + Duy, + Dgdy, + vy, (17

Wy T T\ _ Q S .
E[<vj) (wl v; )] = <ST R) iz, (18)

where d is vector of measured variables. The matrices By
and D, are gains for measured disturbances in the state and
output equations. In order to use our identification approach,
d is augmented with u to create the overall input, while the
rest of the steps are as illustrated.

For model validation, a different training data batch was
used. The model validation results are presented in Fig. 2 and

Fig. 3. Since the initial state of the state space model cannot
be determined from the training data, a Kalman filter (a state
estimator) is utilized in order to achieve output convergence,
then open-loop prediction is used for model validation in
order to evaluate model prediction performance. At time 300
seconds, the output of the predictive model has converged to
the plant output, and the identified LTI model in open-loop
(without state update), along with the known input trajectory,
is utilized for output prediction with the remainder of the
data. The results show that after convergence of the model
states, the prediction performance of the model for simulating
the process behavior is reasonable, and is appropriate for a
predictive control implementation.

B. Fault Detection under Open Loop

In order to test the proposed FDI framework a fault as a
constant bias is added to temperature sensor 5. The results are
presented in Fig. 5 and Fig. 6.

TABLE I
CONTROLLER PARAMETERS

Variable Value
ce [106 106 106]"
ce, [106 106 106]"
cu [10-2 102 1]"
P 8
Ymazx 16
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g. 5. Residuals of observers under sensor fault of sensor 5

C. Fault Tolerant control

The closed-loop trajectory with the proposed fault tolerant
control given a fault in sensor number 4 (the hottest point)
is simulated and is compared with the system without added
fault tolerance. The fault tolerant control framework, after
diagnosing the fault, steers the system back to the required
zone. The results are presented in Fig. 7 and Fig. 8.

Remark 2: Although a data center with rack mounted cool-
ing units is used to demonstrate our approach, the proposed
framework can be used for other types of cooling units and
for any size of DC. We have not made any assumptions for



£0.18
W
0.16 1 1 r
100 200 300 400 500 600 700 800 900 1000
Time(sec)
0.2
«~0.15 |
2 01
- 0.05
I I I
100 200 300 400 500 600 700 800 900 1000
Time(sec)
x10
.8 N
3
26
[T
4 . . .
100 200 300 400 500 600 700 800 900 1000
Time(sec)
MPC —EMPC|
Fig. 6. Closed-loop profile (input)
LT3
!
[ J—
\ -
10 L2 -
100 200 300 400 100 200 300 400
Time(sec) Time(sec)
16.5[ | ' wesfy
DI L o B e < 16Fj- ———
" oass )1/ Foss) 0/
15 . 15
100 200 300 400 100 200 300 400
Time(sec) Time(sec)
[ e D szz=ssme———o L1
Fo5) | e = \ [
14 . 10N e -
100 200 300 400 100 200 300 400
Time(sec) Time(sec)

Measured T with FTC Real T with FTC ==-T Measured T with ZMPC ---Real T with ZMPC

Fig. 7. Comparison of closed-loop trajectory between FTC and controller
(Outputs)

the structure of the DC system and a data driven model is
used in the predictive controller, so there is no reason that this
approach should not scale well.

Remark 3: Our results assumed a negative bias in a sensor,
which results in the temperature exceeding the desired thresh-
old at the corresponding zone in the data center. Note that on
the other hand, a positive bias would not result in threshold
violation, but it would increase the operation cost of the system
if FTC is not employed.

V. CONCLUSIONS

In this study, a novel fault detection and isolation method is
developed for DC temperature sensor faults. In order to diag-
nose sensor faults a bank of observers is utilized to reconstruct
measured signals and by comparing them to measured values
faults are detected. The framework is integrated with a zone
model predictive control approach to create a fault tolerant
framework. This approach is based on replacing the signal
of a faulty sensor with an estimated signal. The proposed
approaches are implemented on a simulated data center and
shown to be able to provide improved closed-loop behavior.
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