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ABSTRACT
Advances in technology and economical pressure have forced
many organizations to consider the migration of their leg-
acy systems to newer platforms. Legacy systems typically
provide mission critical services vital for an organization’s
business needs. These systems are usually very large and
highly complex with little or no documentation. Further-
more, fewer people can understand and maintain these sys-
tems. While several techniques exist to verify the function-
ality of the migrated system, the literature is still lacking
methods to effectively assess the performance impact of soft-
ware migration. In this paper, we propose a new method
designed specifically to address performance evaluation in
software migration projects. The new method uses simple
models and incorporates techniques for model validation and
resource demand mapping for performance evaluation and
capacity planning.

1. INTRODUCTION
Legacy systems continue to play a significant role in manag-
ing today’s information systems. Many large organizations
are using legacy systems to provide mission critical services.
Most of the world’s business data is still processed by legacy
mainframe systems.

Many legacy systems are becoming out-of-date. After many
years of evolution, these systems are also becoming hard to
understand and maintain. The high cost of maintenance is
compounded by the fact that there is a critical shortage of
skilled developers who understand and thus can maintain
these legacy systems. However, since these systems are vital
for an organization’s business needs, they can not simply be
discontinued. In light of these factors, many organizations
have opted for legacy system migration. Here, selected parts
of the legacy system are migrated to modern platforms. In
the migration of a legacy system, one or more of the follow-
ing components are converted into a newer, more modern

technology: the hardware platforms, the operating system,
languages, data and databases. For example, data can be
migrated from a flat file system to a database management
system or from one database to another. Another example
is the migration of a procedural system to an object-oriented
platform. Several tools and strategies to assist the migra-
tion of legacy systems are presented in De Lucia et al. [10],
Sahraoui [17], Teppe [18], and Zou [21].

In the migration of a legacy system, the application logic
is preserved. Thus, the target system, i.e., the new sys-
tem, must provide the same functionalities and services as
the legacy system, i.e., the old system. While there are sev-
eral promising approaches for verifying the functional equiv-
alence of the legacy and the target systems, the literature is
still lacking effective methods for verifying the preservation
of performance properties. Our work addresses this problem
by proposing a new method for verifying that migration to
a new system does not disrupt the performance properties
of the system and that the performance of the target system
is better or at least similar to that of the legacy system.

Legacy systems are usually very large (sometimes with more
than one million lines of code). Furthermore, these systems
are highly complex with little or no documentation. These
factors make performance evaluation for such systems a com-
plex task. Stringent deadlines are also typical in migration
projects. Furthermore, we note that performance evalua-
tion for legacy systems must consider two systems: the leg-
acy and the target systems. Traditional capacity planning
and performance evaluation methods do not address these
particularities for legacy system migration.

To the best of our knowledge, CAPPLES1 is the only method
developed specifically for the performance evaluation of tar-
get systems during the migration of legacy systems (da Silva
et al. [7, 8, 9]). Although the methodology of CAPPLES
has been shown to be effective in addressing several issues of
performance evaluation during system migration, we believe
that CAPPLES may suffer from several limitations (these
are discussed in Section 2).

To address the limitations of CAPPLES, we introduce a new
method named PELE, which stands for Performance Eval-
uation method for LEgacy systems. In PELE, a system is

1CAPPLES stands for CApacity Planning and Performance
analysis method for the migration of LEgacy Systems



modeled as a queueing network which is solved using Mean
Value Analysis (MVA) (Reiser and Lavenberg [16]). In this
paper, we show that PELE is an effective method for perfor-
mance evaluation during system migration. We apply PELE
to evaluate performance in the migration of a standard web
application.

The organization of the paper is as follows. Section 2 gives a
brief summary of CAPPLES and discusses potential limita-
tions. Section 3 presents PELE. In Section 4, we discuss the
application of PELE in the migration of a web application.
Section 5 gives an overview of the related literature.

2. THE CAPPLES METHOD
CAPPLES is the first method developed specifically to ad-
dress the particularities of performance evaluation during
the migration of a legacy system [8]. In a migration project,
the CAPPLES method aims to predict the performance of
the target system before it becomes fully operational. The
assumption made is that the target system is already devel-
oped but is not in production yet. The method is based on
simulation models.

The method outlines several novel strategies. One example
is a strategy for the characterization of a synthetic workload
for the target system. Another novel idea of CAPPLES is
the concept of a service. Since a given transaction in the
legacy system may not directly have a corresponding trans-
action in the target system, services are used to establish
a mapping for the purpose of identifying the corresponding
transactions between the legacy and the target systems. Ser-
vices are abstractions of their subtasks (i.e., transactions)
where actions and user interactions occur [9].

CAPPLES is composed of nine steps which are summarized
below. For a detailed discussion, see [7, 8, 9].

1. Specification of the measuring time window.
The measuring time window corresponds to the on-
line time window which is defined as a period that
is dominated by the execution of on-line transactions
(Menascé et al. [14]). Usually, the on-line time window
corresponds to an organization’s working hours.

2. Measurement of the legacy system and specifi-
cation of the simulation time window. Once the
measuring time window is defined, the legacy system
must be monitored. CAPPLES only requires the fre-
quency of each transaction during the measuring time
window. These measurements help the identification
of the legacy system peak hour (or fraction of the peak
hour). This peak hour is the simulation time window
that will be used in Steps 7 and 9.

3. Identification of the relevant services in the leg-
acy system. The purpose of this step is to map the
set of transactions obtained during the measuring time
window into their related services. These services are
subsequently used to characterize the synthetic work-
load for the simulation of the target system. In this
step, there is no need to include all transactions. In-
stead, only the most executed on-line transactions are
considered.

4. Mapping of the relevant services from the leg-
acy system to the target one. In CAPPLES, the
resource demands of each service are provided by the
target system. Therefore, it is required to map the on-
line transactions from the legacy system to the target
system. Since it is difficult to recognize the correct
equivalence between the transactions in both systems,
the mapping is carried out indirectly through on-line
services. This is possible since these services are high
level abstractions of the real system’s transactions.

5. Generation of a synthetic workload for the tar-
get system. The resource demands should be mea-
sured in the target system to complete the synthetic
workload characterization.

6. Modeling the target system. A simulation model
is built based on the synthetic workload constructed
in the earlier steps. The model must include all ser-
vices identified during the specification of the simula-
tion time window.

7. Calibration and validation of the target system
model. A simulation model is considered validated if
the mean response time of the modeled services cor-
responds to the measured mean response time of the
same services in the target system. Note that this step
requires measuring the response times of the on-line
services on the target system.

8. Workload prediction. Workload forecast techniques
[14] can be used to condition the workload in order
to reflect the moment that the target system will be
operational.

9. Target system performance prediction. The pre-
dicted workload is submitted to the validated simula-
tion model generating the required information con-
cerning the behaviour of the target system.

We believe that CAPPLES potentially suffers from three
main limitations:

1. In CAPPLES, services are mapped from the legacy
system to the target one. The resource demands are
subsequently measured in the target system to com-
plete the synthetic workload characterization. Thus,
the target system needs to be developed before the
performance evaluation step in order to collect the
resource demand measurements. A better approach
would be to measure the resource demands for services
on the legacy system and map the measured resource
demands onto the target system. This enables the per-
formance evaluation of the target system before it is
fully developed.

2. CAPPLES is designed primarily to predict the perfor-
mance of the target system. In particular, it does not
model the legacy system. Modeling the legacy system
can be helpful in the validation process. Furthermore,
by doing so, it becomes possible to predict performance
before the target system becomes operational. Also,
one can use the model of the legacy system as a basis
for performance comparison between the legacy and



the target systems. In CAPPLES, there is no perfor-
mance comparison between the legacy and the target
systems.

3. CAPPLES uses simulation models which are often too
expensive to develop, validate, and run. Furthermore,
developing a simulation model can be time-consuming.
This can be problematic given the tight deadlines typi-
cally present in a migration project. Also, developing a
simulation model requires detailed information about
the behaviour of the transactions as well as distribu-
tions which may be difficult to obtain.

3. THE PELE METHOD
In PELE, a system is modeled as a queueing network. Input
parameters of the model are obtained by analyzing the per-
formance measurements collected from direct observation of
the system. Typical input parameters include resource de-
mands and workload intensity (arrival rates). The resource
demands, for example, can be obtained by measuring the
utilization of each resource (for example, the CPU, disks,
etc.), while the workload intensity is obtained by analyzing
the transaction log. The parameterized model is solved us-
ing an MVA-based solution technique to obtain the mean
response time. The model can then be validated by com-
paring the mean response time calculated by the model to
the average response time measured on the actual system.
Also, the model can be used to predict the performance of
the system under different scenarios and to compare the per-
formance of different systems, e.g., the legacy and the target
systems.

PELE is composed of eight steps:

1. Characterization of the legacy system’s work-
load. In a migration project, an organization supplies
a transaction log characterizing the workload of the
legacy system. The workload consists of all transac-
tions processed by the legacy system during an obser-
vation interval. It must be representative of the actual
system’s workload. A discussion on how to construct a
representative workload can be found in Weyuker and
Vokolos [19].

2. Measurement of the legacy system. Two kinds
of parameters are derived from the legacy system’s
workload characterization of Step 1: intensity param-
eters and resource demand parameters (see Menascé
et al. [15]). The intensity parameters provide a mea-
sure on the load placed on the system. The resource
demand parameters provide a measure on the total
amount of service time required by a transaction at a
given resource. The measurement data presented in
the transaction log are transformed into input param-
eters for the model in Step 4.

3. Identification of the relevant services in the leg-
acy system. Since a transaction in the legacy system
may not have a corresponding one in the target system
and to enable the performance comparison between
both systems, it is necessary to identify the relevant
services (i.e., the conventional actions performed by
the legacy and the target systems). This step is iden-
tical to Step 3 in CAPPLES.

4. Constructing a model for the legacy system.
The model is analyzed and validated. At this
step, the resource demands and the intensity param-
eters of the relevant services in the legacy system are
ready. An appropriate queueing model (e.g., open,
closed, single class, or multiclass) is used to develop
a performance model of the legacy system. The pa-
rameterized model is solved using an MVA-based solu-
tion technique to obtain the mean response time. The
model is then validated by comparing the mean re-
sponse time calculated by the model to the average
response time measured on the legacy system. As a
rule of thumb, response times within 20% are consid-
ered acceptable [15].

5. Mapping of the resource demands to parame-
terize the model for the target system. In this
step, the model of the target system is parameterized.
This is done by mapping the resource demands of the
legacy system services onto the target system. For ex-
ample, consider a system in which data is migrated
from a flat system into a relational database. The use
of the new database system will impact how the re-
sources are utilized. Thus, the new resource demands
need to be computed. If the target system is opera-
tional, then the resource demands can be measured in
the target system. Otherwise, the resource demands
should be estimated and this can be done by consid-
ering the legacy system. For instance, consider the
database migration example. The use of the relational
database can be shown using empirical data to speed
up the query services, for example, by a factor of half.
Note that if there are new resources, these resources
need to be added to the model as well as the corre-
sponding resource demands.

6. Analyzing and validating the model of the tar-
get system. The parameterized model for the target
system is solved using an MVA-based solution tech-
nique to obtain the mean response time. The model is
then validated by comparing the mean response time
calculated by the model to the average response time
measured on the target system (if it is operational).

7. Comparing the performance of the legacy and
the target systems. The mean response time cal-
culated using the model of the legacy system is com-
pared with that of the target system model. Ideally,
the mean response time for the target system should
be smaller.

8. Workload prediction and target system perfor-
mance prediction. This step is identical to Steps 8
and 9 of CAPPLES. The target system model is used
to predict the performance of the target system under
different scenarios.

Figures 1 and 2 outline the major steps in PELE for the two
cases in system migration: operational and non-operational
target systems. As the figures show, the target system model
can be validated depending on whether it is operational or
not. In both cases, the resource demand mapping step is
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Figure 1: PELE steps for an operational target sys-
tem

carried out to parametrize the model for the target system.

The following outlines how PELE addresses the limitations
of CAPPLES:

1. In PELE, resource demands for services on the leg-
acy system are mapped onto the target system. This
is done after modeling and validating the model of the
legacy system. We note that using a queueing network
model simplifies the mapping. In CAPPLES, the map-
ping is not straightforward since simulation is used and
hence the distributions need to be mapped. Mapping
averages (in the case of PELE) is easier to do than
mapping distributions (in the case of CAPPLES).

2. In PELE, models for both the legacy and the target
systems are constructed and validated. This enables
performance comparison between both systems.

3. PELE uses MVA and does not require detailed simu-
lation models. MVA is a simple recursion and several
MVA-based solution packages are available (see Bolch
et al. [6]). MVA does not require detailed informa-
tion on the distributions. Also, by using MVA, generic
tools can be developed for the performance evaluation
of legacy systems.

4. CASE STUDY
In this section, we provide a case study in an experimental 2-
tiered system. We use TPC Benchmark W (TPC-W) [2] as
the workload generator to simulate customers browsing an
e-commerce website. TPC-W is a transactional web bench-
mark. It has 14 Web interactions which simulate different
behaviours of a Business-to-Consumer (B2C) website. In the
experiments, we choose a Java Implementation of TPC-W
from the PHARM group [1].
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Figure 2: PELE steps for non-operational target sys-
tem

According to the TPC-W Specification in [2], the number
of users or consumers is represented by Emulated Browsers
(EB) in TPC-W, and this number is constant throughout an
experiment. TPC-W also allows the configuration of the ex-
perimental environment through several input parameters.
For example, Think Time (TT) is used to refer to the inter-
val between two requests, and the number of customers and
items in the database can also be set.

We built an experimental environment on a Dell desktop
computer equipped with two Intel Pentium 4 3.00GHz pro-
cessors, 512MB RAM, and one 80GB harddisk with speed of
7200RPM. For the Web Server, we use Tomcat 7.0.2 [3], and
three different versions of MySQL as the Database Server:
versions 4.1.22, 5.0.90, and 5.5.5 [4].

We model the system as a closed queueing network and solve
it using a single class MVA model with two resources (CPU
and Disk). The service demand of each resource is computed
using the Service Demand Law [15]:

service demand =
utilization

throughput
.

In our experiments, we consider two scenarios of system mi-
gration among different versions of MySQL servers:

1. Migration from MySQL 4.1.22 to MySQL 5.0.90

2. Migration from MySQL 5.0.90 to MySQL 5.5.5

We would like to validate the MVA models first, and then
our methodology. For the MVA model validation, we need to
set the experimental environment: we modify TPC-W and
configure the number of users (EBs) to 150, think time to 0,



Table 1: Utilization data collection
U for utilization

Migration Steps U (%CPU) U (%Disk)
MySQL 4.1.22 6.859 99.998
MySQL 5.0.90 7.328 99.998
MySQL 5.5.5 6.976 99.989

and generate the database to contain 28,800 customers and
1,000 items. In addition, we run TPC-W for 600 seconds
after 120 seconds of ramp-up.

We apply PELE as follows:

1. Run TPC-W with MySQL 4.1.22 to measure the aver-
age response time while also measuring CPU and Disk
utilizations.

2. Use MVA to calculate the mean response time, and
compare it with the measured average response time.

3. Repeat Steps 1 and 2 with MySQL 5.0.90, and then
compare the performance of MySQL 5.0.90 with that
of MySQL 4.1.22.

4. Repeat Steps 1 and 2 with MySQL 5.5.5, and draw a
comparison between the performance of MySQL 5.5.5
and that of MySQL 5.0.90.

The CPU and Disk utilizations measured in our experiments
are shown in Table 1. The mean and average measured re-
sponse times are shown in Table 2. There are two observa-
tions:

1. The MVA-based mean response time R(MVA) and the
measured average response time R(600 seconds) are
quite close, so that our model is validated.

2. TPC-W achieves best performance with MySQL 5.0.90.
Thus, PELE makes a “positive decision” for the migra-
tion from MySQL 4.1.22 to MySQL 5.0.90 and a “neg-
ative decision” for the migration from MySQL 5.0.90
to MySQL 5.5.5.

To validate the methodology, we change the measuring time
from 600 seconds to 6000 seconds to observe the long term
performance. We run TPC-W with MySQL 4.1.22, 5.0.90,
and 5.5.5 respectively to measure the average response time
over a long period of time. The average response time under
each MySQL version, R(6000 seconds), is shown in Table 2.
TPC-W under MySQL 5.0.90 still has the best performance
which means that PELE decisions are validated.

5. LITERATURE REVIEW
BMM is another method for the performance evaluation of
legacy systems (Jin et al. [13]). BMM combines benchmark-
ing, production system monitoring, and performance mod-
eling to predict the performance of a legacy system when

Table 2: Predicted and measured data collection
R for response time which is measured by seconds.
Migration R R R

Steps (MVA) (600 seconds) (6000 seconds)
MySQL 4.1.22 66.8145 68.8672 58.4084
MySQL 5.0.90 49.668 51.4355 41.0262
MySQL 5.5.5 74.9925 76.8291 55.5194

subjected to dramatic increases in workload. In BMM, the
legacy system is modeled using a performance model such
as Layered Queueing Networks (LQNs) (Franks and Wood-
side [11]).

While BMM outlines a systematic approach to the perfor-
mance evaluation of legacy systems that are subject to ex-
orbitant load growth, it does not address the particularities
of performance evaluation during the migration of a leg-
acy system. For example, BMM is missing the mapping
step of CAPPLES in which services in the legacy system
are mapped to their corresponding services on the target
system. Also, BMM requires constructing and analyzing a
performance model which requires detailed information on
the transaction behaviour and underlying distributions.

Several methods for performance evaluation and prediction
have been integrated with the software development pro-
cess (see Balsamo et al. [5] and Woodside et al. [20] for a
survey). The majority of these methods require creating a
performance model early in the development cycle. The per-
formance models are used to provide quantitative results in
order to adjust the architecture and design with the pur-
pose of meeting performance requirements. These methods
aim to support performance engineering early in the devel-
opment process. However, when applied to a legacy system,
it is of interest to explore how these methods can be used to
address the particularities of performance evaluation during
system migration.

In Jiang et al. [12], the authors present a method which
automatically analyzes the execution logs of a load test for
performance problems. Given the execution logs of two dif-
ferent runs, the method flags scenarios which follow a differ-
ent response time distribution. The two logs are generated
by performing load tests on different versions of the same
system under similar workload. While the method can be
adapted for the performance evaluation of legacy systems, it
suffers from several limitations. First, the method requires
detailed execution logs that are typically missing for legacy
systems. Second, the method requires that the target sys-
tem be operational in order to generate the execution logs.
Finally, the method requires that the same transactions are
executed in the legacy and the target systems. Since this
may not be true in migration, it is of interest to study how
the method is impacted when services are mapped from the
legacy system to the target system.

6. DISCUSSION
Since PELE applies MVA, the decision to migrate is based
solely on the average performance (response times). In par-



ticular, PELE may fail to detect those infrequent transac-
tions which have problematic performance on the target sys-
tem. Similarly, PELE may fail to detect slowly evolving per-
formance degradation due to issues such as memory leaks.
We note, however, that PELE may be the only option to
do when evaluating performance for a legacy system. Fur-
thermore, while PELE can be appended with tools to detect
the special cases above, we believe that considering average
performance should be the first step in performance eval-
uation. One can apply PELE first in evaluating a legacy
system, then apply other techniques on the target system
specifically designed to detect memory leaks or to find those
infrequent transactions having problematic worst-case per-
formance.
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[14] D. A. Menascé, V. A. F. Almeida, and L. W. Dowdy.
Capacity Planning and Performance Modeling: from
Mainframes to Client-Server Systems. Prentice-Hall,
Upper Saddle River, NJ, USA, 1994.
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