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Abstract. We describe an algorithm that identifies all the repeating substrings (tandem, overlapping, and split) in a given string \( x = x[1..n] \). Given the suffix arrays of \( x \) and of the reversed string \( \bar{x} \), the algorithm requires \( \Theta(n) \) time for its execution and represents its output in \( \Theta(n) \) space, either as a reduced suffix array (called an NE array) or as a reduced suffix tree (called an NE tree). The output substrings \( u \) are nonextendible (NE); that is, extension of some occurrence of \( u \) in \( x \), either to the left or to the right, yields a string \( (\lambda u \text{ or } u\lambda) \) that is unequal to the same extension of some other occurrence of \( u \). Thus the number of substrings output is the minimum required to identify all the repeating substrings in \( x \). The output can be used in a straightforward way to identify only repeating substrings that satisfy some proximity or minimum length condition.

1 Introduction

The computation of all the repeating substrings in a given string \( x = x[1..n] \) is a problem with various application areas, notably data compression, cryptography, and computational biology. For repeating substrings that are tandem (that is, repetitions), several \( O(n \log n) \) algorithms [1, 5, 10] were discovered about 20 years ago; more recently, a repetitions algorithm [9] was published that, at least theoretically, executes in \( \Theta(n) \) time in the common case that
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the alphabet is indexed — that is, treatable as a range of integers $1..\alpha \in O(n)$.

These successes with repetitions have encouraged researchers to seek algorithms that efficiently compute all repeating substrings $u$, including in addition to tandem occurrences those that are split (of the form $uvu$ for some nonempty $v$) and overlapping (such as $u = abaab$ in $x = abaabaab$). The following definitions permit this problem to be stated more precisely:

**Definition 1.** A repeat in a string $x$ is a tuple

$$M_{x,u} = (p; i_1, i_2, \ldots, i_r), \ r \geq 2,$$

where

$$u = x[i_1..i_1+p-1] = x[i_2..i_2+p-1] = \cdots = x[i_r..i_r+p-1].$$

$u$ is said to be a repeating substring of $x$ and the generator of $M_{x,u}$. As for repetitions, we call $p = |u|$ the period of the repeat and $r$ its exponent. If the tuple includes all the occurrences of $u$ in $x$, then $M_{x,u}$ is said to be complete and is written $M^*_{x,u}$.

In its most general form, then, our task may be defined to be the computation of $M^*_{x,u}$ for every repeating $u$. This task is simplified by introducing the idea of “nonextendibility”:

**Definition 2.** A repeat $M_{x,u} = (p; i_1, i_2, \ldots, i_r)$ is said to be left-extendible (respectively, right-extendible) if and only if

$$(p+1; i_1-1, i_2-1, \ldots, i_r-1) \ (\text{respectively, } (p+1; i_1, i_2, \ldots, i_r))$$

is a repeat. If $M_{x,u}$ is neither left-extendible nor right-extendible, it is said to be nonextendible. We abbreviate these terms as LE, RE and NE, respectively.

It is clear that it suffices to compute complete NE repeats: those that are extendible, either to left or right, do not need to be reported because any extendible repeating substring will be reported implicitly as a substring of the strings specified by an NE repeat.

In the last few years, two algorithms [8,3] have been published that employ suffix trees to compute all the NE repeats in a given
string $x$ defined on an ordered alphabet. There are several standard $O(n \log n)$-time algorithms [12–14] that compute suffix trees: indeed, if alphabet size is assumed to be constant, then the $\log n$ term can be defined away and the claim made that these algorithms are "linear" in string length. It is not usually recognized that Crochemore’s repetitions algorithm [5] also belongs in this collection of $O(n \log n)$-time algorithms: by continuing the refinement process until all of the equivalence classes become singletons, all the information required for suffix tree construction becomes available. For strings defined on an indexed alphabet, there does exist a genuine $\Theta(n)$-time suffix tree construction algorithm [7], but it is very complicated and the space requirements are consequently so great that its theoretical asymptotic time advantage is eaten away by additional memory swaps to and from disk. In general, the main difficulty with suffix tree use is the space requirement, many times that of the string itself, so that for strings of several tens of millions of characters, their use becomes impractical. As a result, related data structures such as directed acyclic word graphs (DAWGs) [4,6] and suffix arrays [11] have been devised, that provide much of the functionality of suffix trees but use less space.

In its simplest form, a suffix array $\sigma_x = \sigma[1..n]$ of a given string $x[1..n]$ is an array of integers such that for every $i \in 1..n$, $\sigma[i] = j$ if and only if $x[j..n]$ is the $i^{th}$ smallest suffix of $x$, where the sentinel letter $\$$ is by convention larger than any other letter in the alphabet. Thus $\sigma_x$ specifies the starting positions of the suffixes of $x$ in ascending lexicographical order; for example, if

$$1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8 \ 9 \ 10 \ 11 \ 12 \ 13$$

$$x = a \ b \ a \ a \ b \ a \ a \ b \ a \ a \ b,$$

then

$$\sigma_x = 8 \ 3 \ 11 \ 6 \ 1 \ 9 \ 4 \ 12 \ 7 \ 2 \ 10 \ 5 \ 13.$$  

For effective use of suffix arrays, a second array $\lambda_x$ is normally also computed that gives the length (lcp) of the longest common prefix (LCP) of adjacent entries in $\sigma_x$; in our example,

$$\lambda_x = 0431653205421,$$
reflecting the fact that \( \text{lcp}(8, 3) = 4 \), \( \text{lcp}(3, 11) = 3 \), and so on. In general, we set \( \lambda[1] = 0 \), while for every \( i \in 2..n \),

\[
\lambda[i] = \text{lcp}(\sigma[i-1], \sigma[i]).
\]  

(4)

Suffix arrays were introduced in [11], where an \( O(n \log n) \)-time and space-efficient algorithm is described for their calculation. For many problems — in particular, as we shall see, for the problem discussed in this paper — suffix arrays provide the same functionality that suffix trees make available, and with a very much reduced use of space. The drawback is that direct suffix array construction requires, according to [11], three to ten times the time needed for construction of the corresponding suffix tree. Of course suffix arrays can be computed from suffix trees, but then the space advantage is lost.

In this paper we describe an alternate approach to the calculation of all the NE repeats in a string \( \mathbf{x} \) that can be used either with suffix trees or suffix arrays, depending on circumstances. In fact, a weaker form of suffix array/tree (which we call a \textit{quasi suffix array/tree}) suffices for this algorithm: there is no requirement for the suffixes of \( \mathbf{x} \) to be sorted in lexicographic order, and so a simpler and faster suffix array construction algorithm, such as that proposed in [2], can be used. Referring again to the example (1), this means that we might use

\[
\sigma_\mathbf{x} = 1 6 9 4 1 2 3 8 1 1 2 7 1 0 5 1 3 \\
\lambda_\mathbf{x} = 0 6 5 3 2 1 4 3 0 5 4 2 1
\]  

(5)

just as well as the arrays (2) and (3).

The new algorithm is based on the following easily-proved lemma:

**Lemma 1.** Let \( \hat{\mathbf{x}} \) denote the reverse string \( \mathbf{x}[n]|\mathbf{x}[n-1] \cdots \mathbf{x}[1] \) of a given string \( \mathbf{x} \). Then a repeat \( M_{\mathbf{x}, \mathbf{u}} \) is LE if and only if \( M_{\hat{\mathbf{x}}, \hat{\mathbf{u}}} \) is RE. □

This result suggests a straightforward approach to computing all the NE repeats in \( \mathbf{x} \):

- compute all the NRE (non-RE) repeats of \( \mathbf{x} \) and all the NRE (non-RE) repeats of \( \hat{\mathbf{x}} \).
– compare the NRE repeats of \( \mathbf{x} \) with the NRE repeats of \( \mathbf{\hat{x}} \) to identify those that are in both lists (the NE repeats).

It turns out that the NRE repeats of a string are identified by its suffix tree (as well as by its suffix array), a fact illustrated by reference to our example (1) in Figure 1. This figure represents a kind of stripped-down suffix tree in which we represent only the distinct prefixes of each suffix in \( \mathbf{x} \). The internal (circular) nodes are recognizable as the lcp values contained in the array \( \lambda_x \), while the leaf (square) nodes represent the starting positions \( i \) of the suffixes \( \mathbf{x}[i..n] \), \( i = 1, 2, \ldots, n \), as specified in the array \( \sigma_x \). As in every suffix tree, the lcp value at the root of each subtree applies to all the leaf nodes of that subtree; thus the lcp values also specify the complete repeats in \( \mathbf{x} \) that are according to Definition 2 NRE. For example, the substrings

\[
u = \mathbf{x}[9..13] = \mathbf{x}[6..10] = \mathbf{x}[1..5]
\]

defined by the subtree rooted at the internal node 5 constitute a complete NRE repeat

\[
M_{\mathbf{x},u} = (5; 9, 6, 1).
\]

In Section 2 we describe an algorithm that computes the NE tree of \( \mathbf{x} \), hence all the NE repeats in \( \mathbf{x} \), in linear time from the suffix (NRE) trees of \( \mathbf{x} \) and \( \mathbf{\hat{x}} \). Then Section 3 explains how this algorithm can be implemented to compute the NE array of \( \mathbf{x} \), also in linear time, based on the suffix (NRE) arrays of \( \mathbf{x} \) and \( \mathbf{\hat{x}} \). Section 4 briefly discusses extensions of these algorithms and open problems.

## 2 Computing the NE Tree

We suppose that the suffix trees, say \( T_\mathbf{x} \) and \( T_{\mathbf{\hat{x}}} \) of \( \mathbf{x} \) and \( \mathbf{\hat{x}} \) respectively, have already been computed, thereby identifying complete NRE repeats in \( \mathbf{x} \) and complete NRE repeats in \( \mathbf{\hat{x}} \). From Lemma 1 we know that the NRE repeats in \( \mathbf{\hat{x}} \) identify NLE repeats in \( \mathbf{x} \). For brevity we refer to the generator \( \mathbf{u} \) of an NRE (respectively, NLE, NE) repeat \( M_{\mathbf{x},u} \) as an NRE (respectively, NLE, NE) repeating substring, while asking the reader to bear in mind that the terms NRE,
NLE, NE really relate to the repeat that is a collection of repeating substrings.

Suppose that some lcp node \( \hat{p} \) in \( T_\mathcal{A} \) has as child a position node \( \hat{i} \). Then in \( \mathcal{A} \) there exists an NRE repeating substring

\[
\hat{u} = \mathcal{A}[\hat{i}..\hat{i}+\hat{p}-1]
\]

that is the reverse of an NLE repeating substring

\[
u = \mathcal{A}[n-(\hat{v}+\hat{p}-1)+1..n-\hat{v}+1]
\]

in \( \mathcal{A} \). Thus the assignment

\[
i \leftarrow n - (\hat{i} + \hat{p} - 2)
\]

identifies one start position \( i \) of an NLE repeating substring \( u \) in \( \mathcal{A} \) of period \( \hat{p} \). Observe that in fact \( i \) is also a start position of one of a set of NLE repeating substrings of every period \( j \in 1..\hat{p} \); thus if in \( T_\mathcal{A} \) we find for some \( i \) the largest value of \( \hat{p} \) such that \( i \) is one of a collection
of substrings of length \( \hat{p} \) that are both NRE and NLE, then every parent of \( \hat{p} \) in \( T_x \) will also identify collections of substrings that are both NRE and NLE.

**Algorithm 1 (Compute the NE Tree)**

— Given the suffix trees \( T_x \) & \( T_{\hat{x}} \), compute the NE tree of \( x[1..n] \)

1. traverse \( T_x \) to create a table \( \text{POINTER}[i] \) that for each position \( i \) in \( x \) points to the corresponding node in \( T_x \)

2. for every lcp node \( p \) in \( T_x \) do
   \( \text{NE}[p] \leftarrow \text{FALSE} \)

3. for every parent-child pair (\( \hat{p}, \hat{r} \)) in \( T_{\hat{x}} \) do
   — Here use \( \text{POINTER}[i] \):
   if \( i = n-(\hat{r}+\hat{p}-2) \) is a child of lcp node \( \hat{p} \) in \( T_{\hat{x}} \) then
     while not \( \text{NE}[\hat{p}] \) do
     \( \text{NE}[\hat{p}] \leftarrow \text{TRUE} \)
     if \( \hat{p} \neq 0 \) then
     \( \hat{p} \leftarrow \text{parent of } \hat{p} \) in \( T_{\hat{x}} \)

4. traverse \( T_x \) deleting every subtree rooted at an lcp node \( p \) for which \( \text{NE}[p] = \text{FALSE} \)

Let us say that a substring \( u \) of \( x \) is a **maximal NE repeating substring** of \( x \) if and only if

- \( u \) occurs at least twice in \( x \);
- \( u \) is not a proper substring of any repeating substring of \( x \).

The following result, again easily proved, then tells us that a maximal NE repeating substring must be identifiable in both \( T_x \) and \( T_{\hat{x}} \):

**Lemma 2.** If \( u = x[i..i+p-1] \) is a maximal NE repeating substring of \( x \), then the position node \( i \) occurs as a child of the lcp node \( p \) in \( T_x \), and \( n-(i-p-2) \) occurs as a child of \( p \) in \( T_{\hat{x}} \). \( \square \)

Recall the observation made above that every internal (lcp) node in \( T_x \) that is an ancestor of an NE repeating substring must itself be the root of a subtree of \( T_x \) whose leaf (position) nodes are the repeating substrings of a complete NE repeat. This lemma therefore provides us with a simple strategy for identifying all NE repeating substrings: just find the maximal ones (largest value of \( p \)), then locate all their
ancestors in $T_\mathbf{x}$. Algorithm 1 provides an outline of how this can be accomplished.

The algorithm is expressed in terms of four steps. Step (1) is a traversal of $T_\mathbf{x}$ that sets up a table enabling each position node $i$ in $T_\mathbf{x}$ to be accessed later in constant time. In Step (2) a Boolean variable corresponding to each mark node $p$ in $T_\mathbf{x}$ is initialized to FALSE, indicating that no terminal nodes in the subtree rooted at $p$ have currently been identified as NE. Step (3) processes every parent-child pair $(\hat{p}, \hat{i})$ in $T_{\hat{\mathbf{x}}}$, testing to determine whether or not the equivalent parent-child pair $(\hat{p}, n-(\hat{i}+\hat{p}-2))$ exists in $T_\mathbf{x}$; if so, then the mark node $\hat{p}$ and all its ancestors in $T_\mathbf{x}$ must be NE — accordingly, until an ancestor is found that is already NE, $\hat{p}$ and its ancestors in $T_\mathbf{x}$ are identified as NE. A final step traverses $T_\mathbf{x}$ to eliminate all subtrees rooted at any node $p$ for which $\text{NE}[p] = \text{FALSE}$; the remaining tree, $T_{\mathbf{x}}^{\text{NE}}$, is the NE tree of $\mathbf{x}$.

Each of the steps (1), (2), (4) of Algorithm 1 is a traversal of an NRE tree that requires $O(1)$ time at each node, hence $O(n)$ time in total. Step (3) is another tree traversal, but with slightly more complex processing: since the if statement makes use of the POINTER array, it too requires only $O(1)$ time at each execution, hence also $O(n)$ time overall. The while loop in Step (3) causes the NE variable for at most $n$ mark nodes to be set TRUE, and tests the current setting of at most $n$ mark nodes for which NE is already TRUE — thus the total time consumed in the while loop is $O(n)$. We have established:

**Theorem 1.** Given the suffix trees $T_\mathbf{x}$ and $T_{\hat{\mathbf{x}}}$ for $\mathbf{x}[1..n]$, Algorithm 1 correctly computes the NE tree $T_{\mathbf{x}}^{\text{NE}}$ using $O(n)$ time and $\Theta(n)$ additional space. □

Figure 2 displays the suffix tree $T_{\hat{\mathbf{x}}}$ for our example string (1), modified so that position nodes $\hat{i}$ are replaced by $i = n-(\hat{i}+\hat{p}-2)$. Note that only positions 1, 6, 9 give rise to NLE repeats; thus the NE tree reduces to the subtree of $T_\mathbf{x}$ that corresponds to these positions — that is, the path from the root of $T_\mathbf{x}$ to lcp node 6 that corresponds to the substring $abaaba$. The complete NE repeats of (1) are thus seen from Figure 1 to be all the occurrences of $a, ab, aba, abaaba$ and $abaaba$. In general, the occurrences of NE repeats, whether all of them or selected according to various criteria, can be located and
output in time proportional to their number by traversal of the NE tree. Such problems are also discussed in [3]. Another quite different approach to the computation of nonextendible repeats (though still making use of suffix trees) is described in [8].

3 Computing the NE Array

We provide here an outline of a version of the algorithm that avoids the use of suffix trees completely: the entire calculation is carried out based on suffix arrays (both $\sigma_x$ and $\lambda_x$), and its end-product is not an NE tree, but rather an NE array. Since the suffix array of $x[1..n]$ requires only $2n$ computer words for its storage, this revision yields significant saving in space.

For every $j \in 1..n$, let $p_j = \lambda[j]$. It then follows from (4) that for every $j \in 2..n$,

if $p_j > p_{j-1}$ then
  $p_j$ is a descendant of $p_{j-1}$ in the suffix tree
elsif $p_j < p_{j-1}$ then
  $p_j$ is an ancestor of $p_{j-1}$ in the suffix tree
else
  $p_j$ and $p_{j-1}$ identify the same node in the suffix tree
Since the suffix array contains the same lcp information that is provided by the suffix tree, these relationships imply that the suffix array must be decomposable into subarrays, each of which specifies nodes that lie on a single path from the root to a terminal node in the suffix tree. For example, the lcp values in the array (3) can be separated into three subarrays

\[ 0, 4, 3, 1 \] / \[ 1, 6, 5, 3, 2, 0 \] / \[ 0, 5, 4, 2, 1 \]

corresponding to the three paths in the suffix tree of Figure 1. Here the repeated lcp values \(0\) and \(1\) identify the root of a subtree at which a new path begins. These nodes are called \textit{branch nodes}, marking the point at which a new path diverges from the preceding one. A similar breakdown is provided by the lcp array (5):

\[ 0, 6, 5, 3, 2, 1 \] / \[ 1, 4, 3, 0 \] / \[ 0, 5, 4, 2, 1 \].

These ideas can be made more precise as follows:

\textbf{Definition 3.} An \textbf{I-run} \( I_{j,h} \) in a suffix array is a sequence of \( h \geq 2 \) lcp values \( p_j, p_{j+1}, \ldots, p_{j+h-1} \), not all equal, such that

(a) either \( j = 1 \) or else \( p_{j-1} > p_j \);
(b) \( p_j \leq p_{j+1} \leq \cdots \leq p_{j+h-1} \);
(c) either \( j+h-1 = n \) or else \( p_{j+h-1} > p_{j+h} \).

Thus an I-run is a maximum-length sequence of nondecreasing lcp values in the suffix array; similarly, a \textbf{D-run} \( D_{j,h} \) is a maximum-length sequence of nonincreasing lcp values. Using these definitions, we can now characterize paths in the suffix tree in terms of runs in the suffix array:

\textbf{Lemma 3.} Every sequence \( I_{j,h} D_{j+h-1,h'} \) or \( I_{j,h} \), where \( j+h-1 = n \), in the suffix array identifies nodes that lie on a single path in the suffix tree.

\textit{Proof.} Since \( p_1 = 0 \), it follows from Definition 3(a)-(b) that either there are no runs in the suffix array (\( p_j = 0 \) for every \( j \in 1..n \)) or else the sequence of runs begins with an I-run \( I_{1,h} \). Observe that Definition 3(c) ensures that every I-run is followed by a D-run or else by the end of the array; similarly, every D-run must be followed by an I-run or else by the end of the array.
Now consider an I-run $I_{j,h}$. Since $p_{j+(t-1)} \leq p_{j+t}$ for every $t \in 1..h-1$, it follows that $I_{j,h}$ determines a sequence of descendants of $p_j$ that lie on a single path in the suffix tree. If in fact $i+h-1 = n$, then $I_{j,h}$ is in itself the final path identified in the suffix array. If not, however, then $I_{j,h}$ is followed by a D-run $D_{j+h-1,h'}$, where $p_{(j+h-1)+(t-1)} \leq p_{(j+h-1)+t}$ for every $t \in 1..h'-1$. These lcp values determine a sequence of ancestors of $p_{j+h-1}$, all on the same path from the root already identified by $I_{j,h}$. The subsequent I-run $I_{j+h+h'-2,h''}$, if it exists, of course specifies descendants of the branch node $p_{j+h+h'-2}$ that lie on a path distinct from the path specified by $I_{j,h}$.

We see then that the ID-runs in the suffix array essentially decompose the internal (lcp) nodes of the suffix array into paths. Adjacent pairs of runs in the array identify two paths in the tree that have exactly one node (a branch node) in common. Observe also that for each ID-run, the minimum node in the corresponding path must be either the first node of the I-run or the last node of the D-run.

Since a branch node is both the last node of a D-run and the first node of an I-run, the values of pairs of adjacent branch nodes in the suffix array therefore determine the way in which two paths in the suffix tree are related. If we include the first lcp value ($p_1 = 0$) in the suffix array as a branch node, and denote consecutive branch nodes by $b_1$ and $b_2$, respectively, we see that there are only three possible relationships between the corresponding paths, as shown in Figure 3. Notice in particular that in each of these three cases, future paths can be added only as descendants of $b_2$ on the current path or as descendants of ancestors of $b_2$ in the tree. No further change can be made to the path rooted at $b_2$ that was specified by the previous path containing $b_1$.

This discussion puts us in a position to describe an approach to the calculation of NE repeats that is based on suffix arrays only. As before we denote the position and lcp arrays for $\alpha$ by $\sigma_{\alpha}$ and $\lambda_{\alpha}$, respectively; for $\hat{\alpha}$ the corresponding arrays are $\sigma_{\hat{\alpha}}$ and $\lambda_{\hat{\alpha}}$. We also make use of a LOC array that gives for each position node $\hat{\tau}$ in $T_{\hat{\alpha}}$ its location in $\sigma_{\hat{\alpha}}$; this enables us to find any position in $\sigma_{\hat{\alpha}}$ in constant time. A bit vector $\text{NE}[1..n]$ specifies for each $j \in 1..n$ whether (TRUE) or not (FALSE) the lcp node $\lambda[j]$ is also NLE. Finally, in order to
identify the beginning and end of ID paths in $\lambda_x$, we use the ID patterns (Lemma 3) to compute a BRANCH array that includes, in addition to the branch points defined above, also the first and last positions in $\lambda_x$. An outline of the processing, more complex than the tree-based calculation but not necessarily more time-consuming, is displayed as Algorithm 2.

Step (1) of the algorithm is a straightforward for loop that initializes the LOC array and the bit vector NE. Step (2) computes the BRANCH array based on Lemma 3 and a linear scan of $\lambda[1..n]$. Step (3) is another for loop that first identifies all the matches of $(p, i)$ pairs in the NRE arrays for $x$ and $\hat{x}$, then for each path ensures that every ancestor of a matched $(p, i)$ pair within the path is NE. Each of the two sections of Step (3) requires $\Theta(n)$ time. In Step (4) the processing of the second section of Step (3) is repeated, but in reverse order to ensure that all ancestors of NE positions are properly set to be themselves NE. Finally the NE array is determined by all those positions $j$ in $\lambda_x$ for which $\text{NE}[j] = \text{TRUE}$. Hence

**Theorem 2.** Given the suffix (NRE) arrays corresponding to $x[1..n]$ and $\hat{x}$, Algorithm 2 correctly computes the NE array using $\Theta(n)$ time and $\Theta(n)$ additional space. □

We remark that the NE array can if desired be used to compute the corresponding NE tree in linear time.

### 4 Extensions & Open Problems

In this paper we have described an algorithm — implemented in two quite different ways — that, given suffix trees or suffix arrays of the
Algorithm 2 (Compute the NE Array)

— Given the suffix (NRE) arrays of \( \mathbf{x} = \mathbf{x}[1..n] \) and \( \mathbf{\hat{x}} \),
  
  compute the NE array of \( \mathbf{x} \).

(1) for \( j \leftarrow 1 \) to \( n \) do
  \[ \text{LOC}[\sigma[j]] \leftarrow j; \ NE[j] \leftarrow \text{FALSE} \]

(2) compute \( \text{BRANCH}[1..b'] \), where for \( b \in 1..b', \text{BRANCH}[b] \)
  is the position of the \( b^{\text{th}} \) branch point in \( \lambda_n \)
  (include positions \( j = 1 \) and \( j = n \) as branch points)

(3) \( b \leftarrow 1 \)
  
  for \( j \leftarrow 1 \) to \( n \) do
    
    determine \( j' \) such that (\( p, i \) = (\( \mathbf{\lambda}[j'], \sigma[j] \)) is a
    parent-child pair in the suffix tree of \( \mathbf{x} \)
    \[ \hat{i} \leftarrow n - (i + p - 2); \ \hat{j} \leftarrow \text{LOC}[\hat{i}] \]
    determine \( \hat{j} \) such that (\( \hat{p}, \hat{\sigma} \) = (\( \mathbf{\hat{\lambda}}[\hat{j}], \hat{\sigma}[\hat{j}] \)) is a
    parent-child pair in the suffix tree of \( \mathbf{\hat{x}} \)
    if \( p = \hat{p} \) then
      \( \text{NE}[j'] \leftarrow \text{TRUE}; \ NE[1] \leftarrow \text{TRUE} \)

    if \( j = \text{BRANCH}[b+1] \) then
      determine \( j' \in \text{BRANCH}[b]..\text{BRANCH}[b+1] \) such that
      \( p' = \lambda[j'] \) is the maximum lcp
      for which \( \text{NE}[j'] = \text{TRUE} \)
      for every \( j'' \in \text{BRANCH}[b]..\text{BRANCH}[b+1] \) do
        if \( \lambda[j''] \leq p' \) then
          \( \text{NE}[j''] \leftarrow \text{TRUE} \)
      \( b \leftarrow b+1 \)

(4) process the paths identified by \( \text{BRANCH} \) in reverse order,
  setting \( \text{NE} \) true for ancestors of \( p' \) as in Step (3)
strings \( x \) and \( \hat{x} \), computes all the complete NE repeats in linear time while representing them in linear space. To restrict the output to repeats that lie within a specified substring of \( x \), it is necessary only to ignore values of \( \sigma[i] \) (position values) that lie outside the confines of that substring; similarly, in order to consider only repeats above a certain length \( \ell \), it suffices to consider only subtrees whose roots contain \( \text{LCP} \) values \( \lambda[i] \) greater than \( \ell \).

Although we have described the algorithms in terms of suffix arrays and suffix trees, we remark again that quasi suffix arrays (and of course corresponding quasi suffix trees) such as the one illustrated in (5) can be used instead to implement Algorithms 1 and 2. This means that more efficient algorithms such as the one described in [2] can be used.

We remark also that since the order of output is determined by the structure of the suffix tree/array, it is therefore not straightforward to output repeating substrings in the natural order of their left-to-right occurrence in \( x \). We leave this as an open problem.
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