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Abstract—Digital twins (DTs) are virtual implementations of
real physical systems (PSs) that interact with other objects on
their behalf. Each PS periodically communicates with its digital
twin so that the state of the DT is always sufficiently current.
Using these updates, a DT can provide features that represent the
real behavior of its PS using models that yield differing levels of
system accuracy. In this paper, we study the DT model selection
problem in wireless networks where the DTs of multiple PSs are
hosted at an edge server (ES). The accuracy obtained from a
given model is a function of its required amount of PS input
data, the updating frequency, and the amount of computational
capacity needed at the ES. The objective is to maximize the
minimum achieved accuracy among the requested features by
making appropriate model selections subject to wireless channel
and ES resource availability. The problem is first formulated as
an NP-complete integer program. The paper then uses relaxation
and dependent rounding, and introduces a polynomial time
approximation algorithm to obtain good solutions. A variety of
simulation results are presented that demonstrate the excellent
performance of the proposed solution.

Index Terms—Digital twin, digital twin features and models,
digital twin model selection for accuracy, edge server.

I. INTRODUCTION

A digital twin (DT) is a virtual representation of a real
physical system (PS) that can represent both the static and
dynamic behavior of the PS [1]. In order to maintain real-time
synchronization between the PS and its DT, the PS periodically
sends state-related data to a server that hosts the DT. At
the server, the data is processed so that PS features can be
provided by the DT to other objects on its behalf [2]. The
DT concept has attracted a lot of attention from both industry
and academia since it was proposed over a decade ago. By
taking advantage of the resources available in the digital
space, DTs have proven to be beneficial in various application
areas, such as predictive maintenance and optimization in
industrial manufacturing [3] and intelligent network resource
management [2], [4].

Ideally, a DT should exactly reflect all features of its
PS at all times [5]. This objective may be impractical and
unnecessary, since it may require excessive network resources
[1], [6] and achieve feature accuracies that are not needed by
a requesting application. A DT implementation is considered
fully functional if it can provide sufficient information of the
PS required by an application in terms of age of information
(AoI) [7] and/or level of accuracy [1], [5], [6], [8].

A real PS usually has a large number of features. The
level of accuracy of each feature that should be supported
by its DT depends on the requirements of the applications
that interact with it. For example, the work in [9] proposes an
approach enabling Accuracy-as-a-Service for resistance-based
sensors in production systems. Depending on the accuracy
level required by the production control, a standard model
or more accurate individual models may be used. In general,
higher accuracy models require larger volumes of data and
higher data processing loads at the DT [9]–[13].

The accuracy level of the features supported by a digital
twin is an important indicator of its performance [5]. The
work in [10] proposes a deep lifelong learning method for
DT-driven defect class recognition, where the learning models
provide higher recognition accuracy for new defect classes
compared to pre-trained DT models. Reference [11] analyzes
the geometric accuracy of DTs for structural health monitor-
ing purposes. The Level of Geometric Accuracy (LOGA) is
introduced as a way of measuring the twinning quality of
the resulting DTs. This work provides prospective twinning
methods and deviation analysis for DT-driven structural health
monitoring. The work indicates that the choice of the twinning
methods and LOGA depends heavily on how the DT is used
and what kind of data is required when providing information
about geometric accuracy.

Communication between the PS and its DT often involves
wireless transmission. In order to maintain tight synchroniza-
tion between the two, the DT should often be placed at an edge
server (ES) that is located within the same wireless network as
the PS. In this case, the quality of a DT feature is affected by
both the wireless transmission quality and the computational
capacity of the ES that hosts the DT. For an edge network that
supports DTs for a large number of PSs, an issue is how to
provide the best DT feature accuracy under limited wireless
channel and edge computing resources.

In this paper, we study the DT model selection accuracy
problem in a wireless edge network, where multiple PSs
communicate with their DTs at an edge server that is located
close to the PS’s serving base station (BS). The PS features
can be implemented by different models with corresponding
accuracies. Each model is characterized by its required amount
of input data from the PS, the data updating frequency, and
the amount of computational load needed at the ES. The goal
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is to maximize the minimum achieved accuracy among the
PS features that are requested of the DTs, by choosing the
appropriate set of models, subject to the wireless channel
and ES resource availability. The problem is formulated as
an integer program (IP) problem whose solution is an NP-
complete problem. The paper relaxes the IP, and uses de-
pendent rounding to address the problem. A polynomial time
approximation algorithm is introduced that gives approximate
solutions with asymptotic bounds on constraint violation. The
provably small bounds imply that available resources need to
be augmented only by small amounts in order to render our
solutions feasible for the system. A variety of simulation re-
sults are presented that demonstrate the excellent performance
of the proposed solution. The results include comparisons to
the optimal solutions that can be obtained using exhaustive
enumeration for small problem instances.

The remainder of the paper is organized as follows. The sys-
tem model and proposed optimization problem are described
in Section II. In Section III, the solution to the formulated
optimization problem is presented. Simulation results are
demonstrated in Section IV. Finally, the conclusions are drawn
in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a wireless network that connects an ES with
multiple PSs, when ES hosts a DT for each PS. The ES is
located at a BS, as shown in Fig. 1. Each DT handles multiple
PS features. As is typical for DTs, periodically the PS collects
data to upload to the DT or receives data from the DT, so that
the different features implemented at the DT are synchronized
with the PS state.

Let N be the total number of the PSs in the system and K
be the total number of the features. Define βi,k ∈ {0, 1} as a
binary variable representing the demand of PS i for feature k:
if βi,k = 1, PS i requires feature k, otherwise βi,k = 0. Let
Ti,k be the data refreshing period of feature k in PS i. Each
feature can be realized by one of the different models in the DT
with corresponding accuracy. There are Mk models that can be
used by feature k to realize its function. Let I,K,Mk be the
sets of PSs, features, and models for feature k, respectively.

Let Φi,k,m be the accuracy that feature k of the DT can
achieve when it is realized using model m by DT i, and si,k,m
(in bits) be the input data needed by DT i in time period Ti,k

realizing feature k using model m. Let xi,k,m ∈ {0, 1} be the
decision variable indicating whether the DT of PS i chooses
to use model m to realize feature k. Note that xi,k,m = 0 if
βi,k = 0. We assume that each feature can choose one and
only one model to realize its function, i.e.,

Mk∑
m=1

xi,k,m = 1, ∀i, k : βi,k = 1. (1)

When feature k is implemented by the i-th DT (i.e., βi,k = 1),
the achieved accuracy for this feature is

Ψi,k =

Mk∑
m=1

xi,k,mΦi,k,m. (2)
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Fig. 1. System Model

The objective studied in this paper is the maximization of the
minimum accuracy achieved by our choice of models for any
feature implemented by any DT, i.e., maxx mini,k:βi,k=1 Ψi,k,
while respecting computational and data transmission con-
straints, as well as the periodicity of DT updates.

More specifically, when PS i transmits data to its DT, the
wireless transmission rate Ri of PS i should be at least the
rate required for the timely transmission of data between the
i-th pair of PS and DT within time period Ti,k for each feature
k used, i.e.,

Ri ≥
K∑

k=1

Mk∑
m=1

si,k,m
Ti,k

xi,k,m, (3)

where Ri can be calculated by Ri = wlog2(1 +
PT

i gi
σ2 ), in

which w is the wireless channel bandwidth, PT
i and gi are

the wireless transmission power and the link gain from PS i
to BS, respectively, and σ2 denotes the noise power at the BS
receiver input.

Let F be the available computation rate of ES in CPU cycles
per second. If fi,k,m denotes the CPU cycles needed by the
i-th DT in order to process feature k using model m, the
following capacity constraint must hold:

N∑
i=1

K∑
k=1

Mk∑
m=1

fi,k,m
Ti,k

xi,k,m ≤ F. (4)

As a result of the discussion above, we obtain the following
IP formulation of the problem:

max
x

min
i,k:βi,k=1

Ψi,k s.t. (IP)

Mk∑
m=1

xi,k,m = 1,∀i, k : βi,k = 1 (5)

K∑
k=1

Mk∑
m=1

si,k,m
Ti,k

xi,k,m ≤ wlog2(1 +
PT
i gi
σ2

),∀i (6)

N∑
i=1

K∑
k=1

Mk∑
m=1

fi,k,m
Ti,k

xi,k,m ≤ F, (7)

xi,k,m ∈ {0, 1},∀i, k,m (8)

Equivalently, the problem can be formulated as follows:

max
x,τ

τ s.t. (IP’)

Ψi,k ≥ τ,∀i, k : βi,k = 1
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Mk∑
m=1

xi,k,m = 1,∀i, k : βi,k = 1

K∑
k=1

Mk∑
m=1

si,k,m
Ti,k

xi,k,m ≤ wlog2(1 +
PT
i gi
σ2

),∀i

N∑
i=1

K∑
k=1

Mk∑
m=1

fi,k,m
Ti,k

xi,k,m ≤ F,

xi,k,m ∈ {0, 1},∀i, k,m
τ ≥ 0.

We observe that (2) implies that given i, k, the optimal Ψi,k

can take one of the Φi,k,m values, where m = 1, 2, . . . ,Mk.
Therefore, the optimal τ can take one of at most N

∑
k Mk

values. Hence, in what follows we will assume that we have
already ‘guessed’ (i.e., we try all possible values of) τ̂ , which
is the optimal τ . Given τ̂ , we set xi,k,m := 0 for all i, k,m
that correspond to a Φi,k,m < τ̂ in (2), and reduce problem
(IP’) to the following, simpler, feasibility problem:

max
x

0 s.t. (FIP)

Mk∑
m=1

xi,k,m = 1,∀i, k : βi,k = 1 (9)

K∑
k=1

Mk∑
m=1

si,k,m
Ti,k

xi,k,m ≤ wlog2(1 +
PT
i gi
σ2

),∀i (10)

N∑
i=1

K∑
k=1

Mk∑
m=1

fi,k,m
Ti,k

xi,k,m ≤ F, (11)

xi,k,m ∈ {0, 1},∀i, k,m (12)

Deciding whether problem (FIP) is feasible is NP-complete,
which can be proved by a reduction of the well-known
Knapsack problem.

To summarize, solving problem (IP) is reduced to the
following steps:

1) Sort numbers {Φi,k,m} in decreasing order O =
{Φ1,Φ2,Φ3, . . .}.

2) Starting with Φ1, set τ̂ equal to the current element of
O.

3) Set xi,k,m = 0 if Φi,k,m < τ̂ or βi,k = 0.
4) Solve (FIP).
5) If (FIP) is feasible then return τ̂ , else let τ̂ equal the

next element in O, or return Infeasible if the latter does
not exist.

The general structure of our method is given in Algorithm 1.

III. AN O( lnN
ln lnN )-APPROXIMATION ALGORITHM

Since solving problem (IP), or, equivalently, (IP’), is NP-
complete, we propose a polynomial-time approximation algo-
rithm, that will guarantee a solution τs of (IP’) with τs ≥ τopt,
where τopt is the optimal solution of (IP’), but by violating
constraints (6), (7) by a factor of at most O( lnN

ln lnN ).
We note that by relaxing constraints (8) in (IP) and sub-

sequent problems to xi,k,m ≥ 0, ∀i, k,m, problem (IP)
(and all subsequent problems in Section II) becomes a linear
programming (LP) problem. When lines 8-9 in Algorithm 1

Algorithm 1 General solution method
1: Sort numbers {Φi,k,m} in decreasing order O =

{Φ1,Φ2,Φ3, . . .}
2: for τ̂ = Φ1,Φ2,Φ3, . . . do
3: for All i, k,m do
4: if Φi,k,m < τ̂ ∨ βi,k = 0 then
5: xi,k,m = 0
6: end if
7: end for
8: Solve (FIP)
9: if (FIP) feasible then return solution x̂, τ̂

10: end if
11: end for
12: return Infeasible

are applied to the linear relaxation of (FIP) instead of (FIP),
the algorithm returns solution τf ≥ τopt, unless the relaxed
problem is infeasible (and, therefore, the original problem
is also infeasible). If xf is the optimal fractional solution
achieving τf , then xf can be computed in polynomial time.
Our approximation algorithm will use the dependent rounding
of [14] to round xf to values 0 or 1 with the required
guarantees. Note that lines 3-7 of Algorithm 1 guarantee
that all Φi,k,m with xi,k,m > 0 are no worse than τf , and,
therefore, the rounded solution τs cannot be worse than τf .

First, we give a high-level description of the dependent
rounding procedure of [14]. Assume we are given a bipar-
tite graph (V1, V2, E) with bipartition (V1, V2) and a value
xi,j ∈ [0, 1] for each edge (i, j) ∈ E. Initialize yi,j = xi,j for
each (i, j) ∈ E. Values yi,j will be probabilistically modified
in several (at most |E|) iterations such that yi,j ∈ {0, 1} at the
end, at which point we will set Xi,j := yi,j for all (i, j) ∈ E,
where Xi,j are the (random) rounded final values for edges
(i, j) ∈ E.

The iterations that modify y proceed as follows: We call
an edge (i, j) floating if its value yi,j is not integral (i.e.,
yi,j ∈ (0, 1)). Let Ẽ ⊆ E be the current set of floating edges.
If Ẽ = ∅, the process terminates by setting Xi,j := yi,j
for all (i, j) ∈ E. Otherwise, find a maximal path S in
the subgraph (V1, V2, Ẽ) in O(|V1| + |V2|) time running
depth-first-search (DFS). Partition the edge-set of S into two
alternating matchings A and B. We define

α := min{γ > 0 : (∃(i, j) ∈ A : yi,j + γ = 1) ∨
(∃(i, j) ∈ B : yi,j − γ = 0)} (13)

β := min{γ > 0 : (∃(i, j) ∈ A : yi,j − γ = 0) ∨
(∃(i, j) ∈ B : yi,j + γ = 1)}. (14)

Then we execute the following randomized step:
• With probability β/(α+ β) set yi,j := yi,j +α ∀(i, j) ∈

A, yi,j := yi,j − α ∀(i, j) ∈ B, and
• with probability α/(α+ β) set yi,j := yi,j − β ∀(i, j) ∈

A, yi,j := yi,j + β ∀(i, j) ∈ B.
In either case, at least one edge (i, j) ∈ Ẽ will stop being
floating, i.e., yi,j ∈ {0, 1}, and, therefore, after at most |E|
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iterations or O(|E|(|V1|+|V2|)) time, all values y will become
integral and the rounding process terminates. Algorithm 2 cod-
ifies the dependent rounding procedure. Note that dependent
rounding is a randomized algorithm, and the final rounded
solution X are random variables.

Algorithm 2 Dependent rounding
1: Bipartite graph (V1, V2, E), xi,j ∈ [0, 1] for each edge

(i, j) ∈ E
2: yi,j = xi,j , ∀(i, j) ∈ E; Ẽ = E
3: for all (i, j) ∈ Ẽ do
4: if yi,j ∈ {0, 1} then
5: Ẽ := Ẽ \ {(i, j)}
6: end if
7: end for
8: while Ẽ ̸= ∅ do
9: Maximal path S = DFS(V1, V2, Ẽ); S = A ∪ B for

alternating matchings A,B
10: Obtain α and β from (13) and (14)
11: With probability β/(α+β), yi,j := yi,j+α, ∀(i, j) ∈

A, and yi,j := yi,j − α, ∀(i, j) ∈ B
12: With probability α/(α+β), yi,j := yi,j−β, ∀(i, j) ∈

A, and yi,j := yi,j + β, ∀(i, j) ∈ B
13: for all (i, j) ∈ Ẽ do
14: if yi,j ∈ {0, 1} then
15: Ẽ := Ẽ \ {(i, j)}
16: end if
17: end for
18: end while
19: Xi,j = yi,j , ∀(i, j) ∈ E
20: return Xi,j

We apply this framework to the fractional solution of LP
relaxation of (FIP), that can be obtained in polynomial time.
The fractional solution corresponds to a bipartite graph G =
(V1, V2, E), with V1 = {(i, k) : βi,k = 1}, V2 = {m ∈
Mk, ∀k}, and E = {((i, k),m) : xi,k,m > 0,∀ i, k,m},
i.e., G is a collection of stars with centres (i, k). If x is the
fractional solution of the linear relaxation of (FIP), let

DLP :=

N∑
i=1

K∑
k=1

Mk∑
m=1

fi,k,m
FTi,k

xi,k,m,

RLP
i :=

K∑
k=1

Mk∑
m=1

si,k,m
RiTi,k

xi,k,m, ∀i.

The application of part (i) of Theorem 3.1 of [14] (proved
by [15]) on the (randomly) rounded values Xi,k,m implies the
following Chernoff-type bounds:

Theorem 3.1:

Pr

[
N∑
i=1

K∑
k=1

Mk∑
m=1

fi,k,m
FTi,k

Xi,k,m ≥ (1 + ε)

]
≤ eε

(1 + ε)1+ε
, (15)

Pr

[
∃i :

K∑
k=1

Mk∑
m=1

si,k,m
RiTi,k

Xi,k,m ≥ (1 + ε)

]
≤ Neε

(1 + ε)1+ε
. (16)

Proof: Note that 0 ≤ fi,k,m

FTi,k
,
si,k,m

RiTi,k
≤ 1, ∀i, k,m, since,

otherwise, the optimal LP solution sets xi,k,m = 0. Also,

assuming the solution of (FIP) does not result in infeasibility,
i.e., DLP ≤ 1 and RLP

i ≤ 1 ∀i for some τ̂ , the properties of

dependent rounding imply that E[
N∑
i=1

K∑
k=1

Mk∑
m=1

fi,k,m

FTi,k
Xi,k,m] =

DLP ≤ 1 and E[
K∑

k=1

Mk∑
m=1

si,k,m

RiTi,k
Xi,k,m] = RLP

i ≤ 1, ∀i.
Hence, the conditions of Theorem 3.1 of [14] are satisfied,
and we have the inequalities of the theorem statement.

As in Theorem 3.2 of [14], setting ε = O( lnN
ln lnN ) guarantees

a violation of at most a factor O( lnN
ln lnN ) of the constraints

of (FIP) with probability larger than a constant. By repeating
the experiment a constant number of times, the probability
of success can be made bigger than any constant, e.g., 0.75.
As a result, with high probability the available resources need
to be augmented only by small amounts in order to render
our solutions feasible for the system. Also, note that although
the upper bound of O( lnN

ln lnN ) for resource augmentation is
guaranteed with high probability, the randomized nature of
our algorithm suggests that we can have better results if we
run it a few times and keep the best solution. We explore this
heuristic further in Section IV.

IV. SIMULATION RESULTS

In this section, we present simulation results to demonstrate
the performance of the proposed solution. We consider a
single-BS network with the BS located at the center and the
PSs uniformly distributed in the circular coverage area of
radius 150 m. Path loss is used for the link gains and the path
loss exponent is 3. Default parameters used in the simulation
are summarized in Table I, where U [a, b] denotes the uniform
distribution between a and b. Similar parameter values were
also used in [2], [4] and [16].

TABLE I
DEFAULT PARAMETERS

Parameter Value
Ti,k U [1, 5] s
si,k,m U [30, 150] M bits
fi,k,m U [50, 500] M CPU cycles
Φi,k,m U [70, 100] %

F 2 GHz
PT
i 0.1 W
w 6 MHz
σ2 -90 dBm

In the first set of simulation, there are 6 PSs, the number
of features (K) for each PS is varied during the simulation,
and each feature has 6 models whose accuracy levels are
randomly generated based on distribution given in Table I. The
simulations are performed on a server with Ubuntu 18.04.6
LTS, Intel(R) Xeon(R) CPU E5-2640 v2 @ 2.00GHz and
196 GB memory. Table II shows the running time of the
proposed approximation solution and the optimum solution. As
K increases, the size of the problem increases, and the running
time of both solutions increases. For the optimum solution,
the running time increases exponentially and quickly becomes
prohibitively long, e.g., more than 24 days when K = 10.
Although the running time of our proposed solution is longer
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Fig. 2. Minimum achieved accuracy versus ES computation capacity

than the optimum solution (and still short) when K is small
(e.g., 2 and 4), it increases much slower and is about 0.0032%
of the running time of the optimum solution when K = 10.
This demonstrates that our proposed solution is highly efficient
when the system size is large.

TABLE II
COMPARISON OF RUNNING TIME

Number of features (K) 2 4 6 8 10
Proposed solution (s) 4.07 5.36 27.04 34.03 68.62
Optimum solution (s) 0.06 0.09 32.5 16236 2120443

In the second set of simulation, we compare the mini-
mum achieved accuracy using the proposed solution and the
optimum. Due to the long running time of the optimum
solution, the comparison can only be performed for small size
systems. In the simulation, there are 3 PSs, each PS requires
5 features, and each feature can be implemented by using
one of the 4 models (with different accuracy). The simulation
results are averaged over 100 independent experiments, each
of which is for one set of randomly generated PS locations
and feature and model parameters. Fig. 2 shows the minimum
achieved accuracy of features versus the ES CPU capacity F .
First of all, the minimum achieved feature accuracy increases
with the ES CPU capacity in general. The increase is more
significant when F is relatively small and gradually becomes
saturated as the wireless transmission rates eventually become
the performance bottleneck. The figure shows that, when F
is sufficiently large, the minimum achieved accurate is much
higher when the channel bandwidth w is 10 MHz than w is
6 MHz. It is also seen that the minimum achieved accuracy
using the proposed approximate solution is higher than the
optimum one, and the approximate solution achieves this at
the price of violating the constraints, which is shown below.

Fig. 3 shows the constraint violation resulted from depen-
dent rounding in the proposed approximation solution as the
ES CPU capacity changes. Both the wireless bandwidth con-
straints (i.e., (10)) and the computation constraint (i.e., (11))

      

ES CPU

# of round

Channel bandwidth # of rounds  

# of rounds  

Channel bandwidth # of rounds

Fig. 3. Constraint violation versus ES computation capacity

Channel bandwidth # of round

# of rounds  

Channel bandwidth # of rounds  

# of round

Fig. 4. Constraint violation versus wireless channel bandwidth

are considered. For the computing constraint, the violation
is calculated as percentage changes to the right-hand value
after running the algorithm. For the bandwidth constraints,
the percentage change to the right-hand value is calculated
for each of the N constraints and then the maximum is taken.
The violation is collected after running the dependent rounding
for one round and 5 rounds. The figure shows that as F
increases, the computation constraint violation decreases in
general. When F is sufficiently large, there is no violation
in the computation constraint. Note that the results of the
dependent rounding are random, and therefore, the change
of the constraint violation is not monotonic. The changes in
bandwidth constraint violation are mainly due to the random
effect of the dependent rounding. However, for both the
bandwidth and computation constraints, running additional
rounds of the dependent rounding helps reduce the constraint
violation.
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Fig. 4 shows the constraint violation as the wireless channel
bandwidth changes. The observations are similar as in Fig. 3.
As the channel bandwidth increases, the bandwidth constraint
violation decreases in general with some fluctuations due
to random nature of the dependent rounding. Increasing the
channel bandwidth does not obviously affect the computation
constraint violation. However, increasing the number of rounds
of running the dependent rounding helps reduce the violation
in both types of constraints.

Finally, by comparing the simulation results and the theo-
rem 3.1, we found that the proposed solution achieves close-
to-optimum feature accuracy, its violation of constraints is
significantly below the theoretical bound, and it is highly
efficient in solving large size problems.

V. CONCLUSIONS

DTs provide features that represent the real behavior of their
PS using models that yield differing levels of system accuracy.
In this paper, we have considered the DT model selection
problem in wireless networks where the DTs of multiple PSs
are hosted at an ES. The objective is to maximize the minimum
achieved accuracy among the requested features by making ap-
propriate model selections subject to wireless channel and ES
resource availability. The problem was formulated as an NP-
complete integer program and the paper then used relaxation
and dependent rounding to address the problem. A polynomial
time approximation algorithm was introduced that finds ap-
proximate problem solutions that provide an asymptotic bound
on constraint violations. A variety of simulation results were
presented that demonstrate the excellent performance of the
proposed solution.
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