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Abstract—Digital twins (DTs) can be used to represent the
behavior of real physical systems (PSs) in their interaction with
other objects. Each DT periodically communicates with its PS
and uses these updates to implement features that reflect the
real behavior of the PS. A given feature can be implemented
using different models that create the feature with differing levels
of system accuracy. In this article, we study the DT model
selection problem, where the DTs of multiple PSs are hosted
at an execution server (ES). The objective is to maximize the
minimum feature accuracy for the requested features by making
appropriate model selections subject to the synchronization and
ES execution constraints. The model selection problem is first
formulated as an NP-complete integer program. It is then
decomposed into multiple subproblems, each consisting of a
modified Knapsack problem. A polynomial-time approximation
algorithm is proposed using dynamic programming to solve
it efficiently, by violating its constraints by at most a given
factor. A generalization of the model selection problem is then
given and an approximation algorithm using relaxation and
dependent rounding is proposed to solve the problem efficiently
with guaranteed constraint violations. A variety of simulation
results are presented that demonstrate the excellent performance
of the proposed solutions.

Index Terms—Digital twins (DTs), DT feature accuracy, DT
model selection, Internet of Things.

I. INTRODUCTION

ADIGITAL twin (DT) is a virtual representation of a
real physical system (PS), which can represent and

extend the system’s behavior when interacting with external
applications [1]. This enables applications to interact with
the DT, rather than having them each communicate with
the PS directly. By maintaining synchronization with the PS
over time, a DT can also provide information and enable
features that use historical PS data, which would typically be
unavailable otherwise [2].

There are many practical use cases for DTs, including those
in industrial manufacturing such as in system reconfigura-
tion, predictive maintenance, optimization, and consistency
checking. These illustrate the benefits of the DT concept
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throughout the entire product life cycle [3]. DTs have also
been successfully applied in many other areas, such as avi-
ation [4], [5], healthcare and telemedicine [6], [7], [8], smart
homes [9], [10], and smart cities [11], [12], [13].

DTs can provide features that are derived from and reflect
the behavior of its PS [5]. When one of these features is made
available to an external application, there is an associated level
of accuracy compared to what would be possible in the ideal
case [1], [14]. This deviation is referred to as similarity or
accuracy, which is an important performance indicator [1],
[5], [14], [15]. When feature accuracy is the highest, a
feature is indistinguishable from the best that would be ideally
possible. In practical situations, however, it is often difficult
or expensive to realize this level of similarity. Examples of
this are where a “noisy” version of PS state information may
be used as DT input, or when the feature generation includes
approximations to reduce DT computation, so that real-time
performance is improved [1].

Different DT feature accuracies are defined by different DT
models, which describe how PS inputs are processed so that the
feature can be generated. As one would expect, features with
higher levels of accuracy will typically use models that require
more input data from the PS and higher levels of computation at
the DT [16], [17], [18], [19], [20]. For example, the work in [16]
proposes a DT approach that enables Accuracy-as-a-Service for
resistance-based electrical sensors. In order to reduce costs, DT
models with differing feature accuracy are used in the control
of a production system where the sensors are used.

Applications that require features from multiple DTs may
request different feature accuracy levels. In this article, we
consider the case where the DTs are hosted at the same exe-
cution server (ES). Each DT communicates with its associated
PS, so that updates in the PS state can be incorporated into the
features provided by the DT. We assume that this communica-
tion happens periodically and is referred to as synchronization.
When a synchronization update occurs, the updating process
involves processing at the ES so that any features can be
updated and made available to the requesting applications.
The amount of processing needed, and the amount of data
transferred when synchronization occurs is a function of the
level of accuracy associated with the model and the feature
that is being provided. Since the DTs are co-located at the
same ES, the synchronization update processing must share
the ES execution capacity, and this can limit the achievable
accuracy of the provided features.

The objective of this article is to provide the best level
of accuracy for a given set of feature requests by select-
ing an appropriate set of DT models. This is referred to
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as the DT model selection problem and is done using a
max–min criterion, i.e., the objective is to maximize the
minimum provided feature accuracy among the requested
features, subject to the synchronization and ES execution
constraints. We first formulate the problem as an integer
program, which is reduced to an NP-complete feasibility
problem. We then decompose it into multiple subproblems and
show that each subproblem is a modified Knapsack problem.
A polynomial-time approximation algorithm is proposed using
a dynamic programming (DP) fully polynomial-time approx-
imation scheme (FPTAS) to solve it efficiently, by violating
its constraints by a known factor. A generalization of the
model selection problem is then given and an approximation
algorithm using relaxation and dependent rounding is proposed
to solve the problem efficiently with guaranteed small con-
straint violations. A variety of simulation results are presented
that demonstrate the excellent performance of the proposed
algorithms.

The main contributions of this article are summarized as
follows.

1) A DT model selection problem is introduced. The
objective is to make model selections that maximize
the minimum provided accuracy among the requested
features, subject to the PS/DT synchronization uploading
and execution requirements. The problem is shown to
be NP-complete.

2) The model selection problem is decomposed into
multiple subproblems, each consisting of a modified
knapsack problem. A polynomial-time approximation
algorithm is proposed using DP (FPTAS) to solve it
efficiently by violating its constraints by at most a given
factor.

3) A generalization of the model selection problem is
given and an approximation algorithm is proposed using
relaxation and dependent rounding to solve it efficiently
with guaranteed small constraint violations.

4) A variety of simulation results are presented that
demonstrate the excellent performance of the proposed
algorithms. It is verified that our proposed FPTAS
algorithm is highly efficient when the system size is
large. The approximate solution can be obtained effi-
ciently by violating its constraints by no more than
a given factor. We found that the proposed solu-
tion to the generalization achieves close-to-optimum
feature accuracy and its constraint violation can be
reduced by running additional rounds of the dependent
rounding.

The remainder of this article is organized as follows. In
Section II, the prior work most related to this article is
reviewed. The system model and problem formulation is then
described in Section III. Following this in Section IV, the
polynomial-time approximation algorithm using DP (FPTAS)
is proposed. In Section V, a generalization of the model
selection problem is given and an approximation algorithm
using relaxation and dependent rounding is proposed. In
Section VI, simulation results demonstrate that the proposed
solutions are given. Finally, we present the conclusions of the
work in Section VII.

II. RELATED WORK

An increasing amount of work has considered the feature
similarity/accuracy provided by a DT as an indicator of DT
performance [5]. For example, the work in [17] proposes a
method for DT-driven defect class recognition using a two-
level lifelong deep learning strategy to detect and recognize
novel classes. The proposed method has been shown to have a
higher recognition accuracy for new defect classes compared
to other pretrained DT models. It can be seen from this
work that different DT models created by different twinning
methods can provide different accuracy levels for defect
recognition. Reference [18] gives an exploratory analysis
of the geometric accuracy of DTs generated for existing
infrastructure using point clouds in the system operation and
maintenance stage, especially for structural health monitoring
purposes. A level of geometric accuracy (LOGA) is introduced
as a measure of the DT quality. The work discussed above
motivates the feature model selection problem considered in
this article.

The work in [19] investigates a DT approach for improving
estimation accuracy in the dynamic thermal rating of trans-
mission lines. Compared to existing physics-based standards,
the estimation accuracy can be improved by adopting a data-
driven DT using machine learning for the physical sensor
data and the conductor temperature. The work in [19] also
suggests another advantage of the DT, i.e., dimensionality
reduction. It considers which sensor measurements have a
significant role through feature selection [21], which provides
the operator with meaningful information in terms of sensor
importance and reduces the amount of data collected without
negatively impacting the DT performance. This work also
provides motivation for DT model selection based on feature
accuracy that is considered in this article.

The work in [22] integrates DTs with vehicular edge
computing (VEC) networks to implement adaptive network
management and scheduling. It further proposes a DT-
empowered VEC offloading problem to minimize the total
offloading latency, subject to deadline requirements and ES
computation constraints. Reference [2] proposes a wireless DT
edge network framework and formulates the adaptive edge
association problem considering the placement and migration
of DTs. The work in [23] proposes a secure and latency-aware
DT-assisted resource scheduling algorithm for a 5G edge
computing-empowered distribution grid to jointly optimize
access scheduling, power control, and computational resource
allocation. In the above work, the DTs of network elements
are used for network management and resource allocations.
Although the quality of the DTs directly affects the service
quality to network users, the amount of network resources
required to maintain the required quality of DTs has not been
well studied. Unlike the above work, in this article, we study
the best DT feature accuracy obtained using model selection,
subject to resource constraints.

III. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a network where an ES hosts the DTs of
multiple PSs, as shown in Fig. 1. As is typical for DTs, each
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Fig. 1. System model.

PS collects its own status data and periodically uploads the
data to the DT, which then processes the data so that the
different features implemented at the DT are synchronized
with the PS state.

Let N be the total number of PSs in the system and K be
the total number of features. Define βi,k ∈ {0, 1} as a binary
variable representing the demand of PS i for feature k: if βi,k =
1, PS i requires feature k; otherwise, βi,k = 0. Let Ti,k be
the data refreshing period for feature k of PS i. There are
Mk models that can be used at the DT to obtain the state
of feature k, each requiring different amounts of input data
from the PS and computation load at the ES, and resulting in
different accuracy to reflect the feature status of the PS. Let
I,K, and Mk be the sets of PSs, features, and models for
feature k, respectively.

Let �i,k,m be the achieved accuracy for feature k of
DT i when it is realized using model m and si,k,m be the
corresponding amount of input data for the model. Let xi,k,m ∈
{0, 1} be the decision variable indicating whether the DT of
PS i chooses to use model m to realize feature k. Note that
xi,k,m = 0 if βi,k = 0. We assume that the requested feature
k of PS i can be realized by one and only one model at its
DT, i.e.,

Mk∑

m=1

xi,k,m = 1 ∀i, k : βi,k = 1. (1)

When feature k is implemented by the ith DT (i.e., βi,k = 1),
the achieved accuracy for this feature is

�i,k =
Mk∑

m=1

xi,k,m�i,k,m. (2)

Our objective is the maximization of the minimum accuracy
for all features of all DTs, i.e., maxx mini,k:βi,k=1 �i,k, while
respecting computational and data transmission constraints, as
well as the periodicity of DT updates.

More specifically, when the ith PS uploads data to the ES,
the data transmission rate Ri should be at least the amount
required for the timely transmission of the input data needed
by all the feature models, i.e.,

Ri ≥
K∑

k=1

Mk∑

m=1

si,k,m

Ti,k
xi,k,m. (3)

Let F be the computation capacity of the ES in the number
of CPU cycles per second and fi,k,m denote the number of
CPU cycles needed by the ith DT in order to process feature k

TABLE I
SUMMARY OF NOTATION

using model m. The following capacity constraint must hold:

N∑

i=1

K∑

k=1

Mk∑

m=1

fi,k,m
Ti,k

xi,k,m ≤ F. (4)

Table I gives a summary of the notation used.
As a result of the discussion above, we obtain the following

integer programming (IP) formulation of the problem where
xβ = [xi,k,m ∀i, k, m and βi,k = 1]:

max
xβ

min
i,k:βi,k=1

�i,k s.t. (IP)

Mk∑

m=1

xi,k,m = 1 ∀i, k : βi,k = 1 (5)

K∑

k=1

Mk∑

m=1

si,k,m

Ti,k
xi,k,m ≤ Ri ∀i (6)

N∑

i=1

K∑

k=1

Mk∑

m=1

fi,k,m
Ti,k

xi,k,m ≤ F (7)

xi,k,m ∈ {0, 1} ∀i, k, m. (8)

Equivalently, the problem can be formulated as follows:

max
xβ ,τ

τ s.t.

�i,k ≥ τ ∀i, k : βi,k = 1
Mk∑

m=1

xi,k,m = 1 ∀i, k : βi,k = 1

K∑

k=1

Mk∑

m=1

si,k,m

Ti,k
xi,k,m ≤ Ri ∀i

N∑

i=1

K∑

k=1

Mk∑

m=1

fi,k,m
Ti,k

xi,k,m ≤ F

xi,k,m ∈ {0, 1} ∀i, k, m

τ ≥ 0. (IP’)
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We observe that (2) implies that given i and k, the
optimal �i,k can take one of the �i,k,m values, where m =
1, 2, . . . , Mk. Therefore, the optimal τ can take one of at most
N

∑
k Mk values. Hence, in what follows, we will assume that

we have already “guessed” (i.e., we try all possible values of)
τ̂ , which is the optimal τ . Given guessed τ̂ , we set xi,k,m :=
0 for all i, k, m that correspond to �i,k,m < τ̂ , and reduce
problem (IP’) to the following simpler feasibility problem:

max
xβ ,τ̂

0 s.t. (FIP)

Mk∑

m=1

xi,k,m = 1 ∀i, k : βi,k = 1 (9)

K∑

k=1

Mk∑

m=1

si,k,m

RiTi,k
xi,k,m ≤ 1 ∀i (10)

N∑

i=1

K∑

k=1

Mk∑

m=1

fi,k,m
FTi,k

xi,k,m ≤ 1 (11)

xi,k,m ∈ {0, 1} ∀i, k, m (12)

where xβ,τ̂ = [xi,k,m ∀i, k, m, βi,k = 1 and �i,k,m ≥ τ̂ ].
Theorem 1: Deciding whether problem (FIP) is feasible is

NP-complete.
Proof: It is straightforward to see that (FIP) is in NP. To

prove it is NP-complete, we reduce the KNAPSACK problem
to it. Recall that the input to KNAPSACK is a set of n items,
each item k with a value vk and a weight wk, a value V and
a capacity W. KNAPSACK outputs “yes” iff there is a subset
of items of total value at least V and total weight at most W.
Given an instance of KNAPSACK, we construct an instance
of (FIP) as follows. We set i = 1 (i.e., we consider a single DT)
and each feature corresponds to an item (i.e., K = n). Each
feature has two models, say 1, 2, where x1,k,1 = 1 corresponds
to picking item k, while x1,k,2 = 1 corresponds to not picking
it. We set R1 := W, F := ∑n

k=1 vk −V , and T1,k := 1, s1,k,1 :=
wk, s1,k,2 := 0, f1,k,1 := 0, f1,k,2 := vk ∀k. Then, it is clear
that (9) will either pick or not pick item k, (10) requires that the
picked item has total weight no more than W, and (11) requires
that the total value of the items not picked is at most

∑n
k=1 vk−

V . Hence, (FIP) is feasible iff the KNAPSACK instance is a
“yes” one.

Since there are no prospects of solving (FIP) in polynomial
time, we will propose an approximation algorithm. We observe
that (FIP) can be transformed into the following optimization
problem by putting the left-hand side of (11) as the objective
function and keeping the remaining constraints (9), (10),
and (12), i.e.,

min
xβ,Oτ

N∑

i=1

K∑

k=1

Mk∑

m=1

fi,k,m
FTi,k

xi,k,m s.t. (OIP)

Mk∑

m=1

xi,k,m = 1 ∀i, k : βi,k = 1 (13)

K∑

k=1

Mk∑

m=1

si,k,m

RiTi,k
xi,k,m ≤ 1 ∀i (14)

xi,k,m ∈ {0, 1} ∀i, k, m (15)

Algorithm 1 General Solution Method
1: Sort {�i,k,m, ∀i, k, m} in decreasing order as O =

{�1,�2,�3, . . .}
2: for guessed τ̂ = �1,�2,�3, . . . do
3: for all i, k, m do
4: if �i,k,m < τ̂ or βi,k = 0 then
5: xi,k,m = 0
6: end if
7: end for
8: x̂ = solution of (OIPi) for all i
9: if (OIPi) feasible ∀i and

∑N
i=1 opt(OIPi) ≤ 1 then

10: return solution x̂, τ̂
11: end if
12: end for
13: return Infeasible

and the feasibility of (FIP) is equivalent to achieving an
objective value smaller than 1 in (OIP). In turn, (OIP) can be
decomposed into N subproblems, with the ith one given as
follows:

min
xβ,τ̂ ,i

K∑

k=1

Mk∑

m=1

fi,k,m
FTi,k

xi,k,m s.t.

Mk∑

m=1

xi,k,m = 1 ∀k : βi,k = 1

K∑

k=1

Mk∑

m=1

si,k,m

RiTi,k
xi,k,m ≤ 1

xi,k,m ∈ {0, 1} ∀k, m (OIPi)

where xβ,τ̂ ,i = [xi,k,m ∀k, m, βi,k = 1 and �i,k,m ≥ τ̂ ],
and the feasibility of (FIP) is equivalent to checking that∑N

i=1 opt(OIPi) ≤ 1, where opt(·) represents the optimal
objective value of the corresponding problem.

To summarize, solving problem (IP) is reduced to the
following steps.

1) Sort {�i,k,m ∀i, k, m} in decreasing order as O =
{�1,�2,�3, . . .}.

2) Starting with �1, set guessed τ̂ equal the current element
of O.

3) Set xi,k,m = 0 if �i,k,m < τ̂ or βi,k = 0.
4) Solve (OIPi) for all i.
5) If

∑N
i=1 opt(OIPi) ≤ 1 then return guessed τ̂ , else (i.e., if

one of the (OIPi)’s is infeasible, or
∑N

i=1 opt(OIPi) > 1)

let guessed τ̂ equal the next element in O and go back
to step 3), or return Infeasible if the latter does not exist.

The general structure of our method is given in Algorithm 1.

IV. FPTAS FOR THE PROBLEM

Since solving problem (IP) or (IP’) is NP-complete
(Theorem 1), we propose a polynomial-time approximation
algorithm, that will guarantee a solution τs of (IP’) with
τs ≥ τopt, where τopt is the optimal solution, but by violating
constraint (7) by a factor of at most (1 + ε).

We show that subproblem (OIPi) is a modification of the
classic Knapsack problem, defined as follows: given a set of
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n items, a value vi and size wi for each item i, and a knapsack
of capacity W, find the subset of items of total size at most
W and maximum total value. The Knapsack problem can be
approximately solved by a polynomial-time algorithm using
DP. We transform the subproblem (OIPi) into the following
modified Knapsack problem.

TYPED KNAPSACK

Input: K types of items, with Mk items of type
k = 1, 2, . . . , K, weight wk,m and value vk,m for each
item m of type k, number W.
Output: Pick exactly one item of each type, so that
their total weight is at most W and their total value
is minimized.

Note that TYPED KNAPSACK differs from the typi-
cal Knapsack problem in its types requirement and the
minimization of its total value (as opposed to maximization).
Let Mmax = maxk Mk.

A. FPTAS for TYPED KNAPSACK

We give a solution for TYPED KNAPSACK, based on a
recursive definition of the minimum weight of items that can
achieve a total value exactly equal to a given value V . We
abuse notation a little and denote by Mk the set of items of
type k.

Let OPT(k, V) be the minimum weight of items from
types 1, . . . , k that yields value exactly V , when we pick
exactly one item of each type. Then, OPT(k, V) is defined
by recursion (16), shown at the botttom of the page. In (16),
cases 1 and 2 are the base cases when there is no item to pick.
In case 3, if all items of type k have values greater than V ,
then OPT(k, V) = ∞; otherwise, in case 4, OPT(k, V) picks
the item of type k achieving the minimum total weight. Note
that if OPT(k, V) = ∞, then it is infeasible to achieve value
exactly V using exactly one item from types 1, 2, . . . , k.

A DP algorithm that solves TYPED KNAPSACK is given in
Algorithm 2, where Vmax = ∑K

k=1 maxm∈Mk vk,m.
Unfortunately, the DP algorithm that solves TYPED

KNAPSACK exactly is pseudo-polynomial, since it runs in time
O(KMmaxVmax) and Vmax is pseudo-polynomial on the size of
the input. However, we can apply the well-known value scaling
of the classical Knapsack problem to derive an FPTAS [24]
that produces a solution which exceeds the optimal total value
by a factor of at most (1 + ε), for any constant ε > 0.

The FPTAS algorithm for solving the TYPED KNAPSACK

problem is given in Algorithm 3, where θ = εvmax/K is
defined as the scaling factor, ε ∈ (0, 1] is the precision param-
eter, and vmax is the largest item value used by the optimal
solution. In line 1, the approximation algorithm rounds all item
values up into integers lying in a finite range [0, �K/ε	], then
it runs the DP algorithm on the rounded instance, and finally

Algorithm 2 DP Algorithm for TYPED KNAPSACK Problem
1: Find OPT(k, V) for 0 ≤ k ≤ K and 0 ≤ V ≤ Vmax using

DP by following (16)
2: V∗ = ∞
3: for V = 0 : Vmax do
4: if OPT(K, V) ≤ W then
5: V∗ = min{V∗, V}
6: end if
7: end for
8: if V∗ = ∞ then
9: return Infeasible

10: else
11: return V∗
12: end if

Algorithm 3 FPTAS for TYPED KNAPSACK Problem

1: v̂k,m = ⌈
vk,m/θ

⌉
for all k, m

2: V̂∗ = ∞
3: for k′ = 1 : K do
4: for m′ = 1 : Mk′ do
5: v̂max = v̂k′,m′
6: v̂k,m = ∞ for all k, m with v̂k,m > v̂max
7: Run Algorithm 2 using v̂k,m for all k, m, which

returns V∗
8: V̂∗ = min{V̂∗, V∗}
9: end for

10: end for
11: return V̂∗

returns the optimal solution of the rounded instance, which is
the near-optimal solution to the original instance. We assume
that we have “guessed” the largest value vmax used by the
optimal solution. The “guessing” is performed by exhaustive
enumeration of all items m for all types k as the “maximum-
valued” item (given in the double for-loop in the algorithm),
and running Algorithm 2 for each choice (line 7), excluding
all items of value greater than the guessed maximum item
value (line 6); then we keep the solution of minimum total
item value. This exhaustive enumeration increases the running
time of our algorithm by a factor of O(

∑
k Mk) = O(KMmax).

The obtained optimal solution to the rounded instance is the
near-optimal solution to the original instance.

Theorem 2: For any given constant ε > 0, the algorithm
returns a feasible solution (when one exists) of total value at
most (1 + ε)OPT, where OPT is the optimal solution value
and runs in polynomial time O(K4Mmax

2/ε).
Proof: Let O be an optimal solution to TYPED

KNAPSACK when we use the original values, and vmax the
maximum item value used in O (which we have guessed). Let

OPT(k, V) =

⎧
⎪⎪⎨

⎪⎪⎩

0, if k = 0, V = 0
∞, if k = 0, V > 0
∞, if k > 0, minm∈Mk vk,m > V
minm∈Mk:vk,m≤V

{
wk,m + OPT

(
k − 1, V − vk,m

)}
, if k > 0, minm∈Mk vk,m ≤ V

(16)
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Ô be the optimal solution obtained by the DP algorithm when
run on the rounded-up values instance. Let mk and m̂k be the
items of type k picked by O and Ô, respectively. Let |O| and
|Ô| be the values achieved by these solutions when the original
item values are used, i.e., |O| = ∑

k vmk and |Ô| = ∑
k vm̂k .

Note that |O| ≥ vmax. Then, we have

|Ô| ≤ θ
∑

k

v̂m̂k (17)

≤ θ
∑

k

v̂mk (18)

≤
∑

k

vmk + Kθ (19)

≤ |O| + εvmax ≤ (1 + ε)|O| (20)

where (18) is due to the fact that Ô is an optimal solution for
the rounded values. Although vmax is unknown, the algorithm
exhaustively tries all possibilities for vmax and returns the
solution that results in the smallest total value. Therefore, the
returned solution also satisfies (20).

For the running time of the algorithm, first note that all
rounded values are integers in the range [0, �K/ε	]. Therefore,
0 ≤ Vmax ≤ K2/ε, and the running time of the DP algorithm
for a single “guess” of vmax is O(K3Mmax/ε). Adding over
all possible choices for the vmax item, we get a total running
time of O(K4Mmax

2/ε), which is polynomial on the size of
the TYPED KNAPSACK input.

B. Mapping of Subproblem (OIPi) to TYPED KNAPSACK

The mapping of subproblem (OIPi) for a given PS-DT
pair i to TYPED KNAPSACK is straightforward: each feature
k defines a type, and the models in Mk are the items of
type k. Item m of type k has weight wk,m = (si,k,m/RiTi,k)

and value vk,m = (fi,k,m/FTi,k). Finally, we set W = 1.
After the mapping, we run the FPTAS algorithm on the
resulting TYPED KNAPSACK instance, and that provides us
with an approximate solution of subproblem (OIPi), according
to Theorem 2. Algorithm 1 is modified, so that line 8 uses
the approximation algorithm for (OIPi), and the condition∑N

i=1 opt(OIPi) ≤ 1 in line 9 is modified to
∑N

i=1 opt(OIPi) ≤
1 + ε.

V. GENERALIZATION WITH MODEL

UPPER AND LOWER BOUNDS

In this section, we will give a generalization of the model
selection problem for DTs formulated in Section III and
propose an approximation algorithm to solve it efficiently with
guaranteed small violation of constraints.

We introduce limitation constraints on the utilization of the
models for the demanded features of DTs, i.e., integer lower
and upper bounds Lmin

m , Lmax
m on the times a model m for

feature k can be used by different DTs, i.e.,

Lmin
m ≤

N∑

i=1

xi,k,m ≤ Lmax
m . (21)

As special cases, when Lmin
m = 0, model m may not be selected

by any DTs; and when Lmax
m = ∞, model m may be selected

by all DTs. These extra constraints capture model accuracy
requirements, such as “the high-accuracy model m ∈ Mk

must be used by at least two sensors (i.e., Lmin
m = 2),” or

“computationally-heavy model m ∈ Mk can be used by at
most one camera (i.e., Lmax

m = 1).”
Introducing the new constraints to the original problem (IP)

results in the following more general one:

max
xβ

min
i,k:βi,k=1

�i,k s.t. (GIP)

Mk∑

m=1

xi,k,m = 1 ∀i, k : βi,k = 1 (22)

N∑

i=1

xi,k,m ≥ Lmin
m ∀k ∀m ∈ Mk (23)

N∑

i=1

xi,k,m ≤ Lmax
m ∀k ∀m ∈ Mk (24)

K∑

k=1

Mk∑

m=1

si,k,m

Ti,k
xi,k,m ≤ Ri ∀i (25)

N∑

i=1

K∑

k=1

Mk∑

m=1

fi,k,m
Ti,k

xi,k,m ≤ F (26)

xi,k,m ∈ {0, 1} ∀i, k, m. (27)

Using the same procedure of problem transformation for (5)
in Section III, with given τ̂ , the problem can be transformed
to the following feasibility problem:

max
xβ,τ̂

0 s.t. (GFIP)

Mk∑

m=1

xi,k,m = 1 ∀i, k:βi,k = 1 (28)

N∑

i=1

xi,k,m ≥ Lmin
m ∀k ∀m ∈ Mk (29)

N∑

i=1

xi,k,m ≤ Lmax
m ∀k ∀m ∈ Mk (30)

K∑

k=1

Mk∑

m=1

si,k,m

RiTi,k
xi,k,m ≤ 1 ∀i (31)

N∑

i=1

K∑

k=1

Mk∑

m=1

fi,k,m
FTi,k

xi,k,m ≤ 1 (32)

xi,k,m ∈ {0, 1} ∀i, k, m. (33)

Note that the added constraints are hard, i.e., we cannot vio-
late them. In addition, the equivalence to TYPED KNAPSACK

does not hold anymore, and, therefore, the approximation
algorithm of Section IV does not work in this case. Hence,
we will propose a different approximation algorithm in order
to solve (GFIP) approximately in polynomial time, but with a
worse approximation guarantee, which is not surprising since
we are solving a more constrained problem.
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A. O( ln N
ln ln N )-Approximation Algorithm

In this section, we present a polynomial-time approximation
algorithm, that will guarantee a solution τs with τs ≥ τopt,
where τopt is the optimal solution, by respecting exactly
constraints (28)–(30), but by violating constraints (31), (32)
by a factor of at most O(ln N/ln ln N).

We note that by relaxing constraints (33) in (GFIP) to
xi,k,m ≥ 0 ∀i, k, m, problem (GFIP) becomes a linear program-
ming (LP) problem. This LP-relaxed problem is referred to as
Relaxed-(GFIP). When lines 8–11 in Algorithm 1 are applied
to Relaxed-(GFIP) instead of (OIPi), the algorithm returns
solution τf ≥ τopt, unless the relaxed problem is infeasible
(and therefore, the original problem is also infeasible).

Let xf be the optimal fractional solution of Relaxed-(GFIP)
achieving τf , computed in polynomial time by an LP solver.
Our approximation algorithm will use the dependent rounding
of [25] to round the fractional components of xf to values 0 or
1 with the required guarantees. The rounded solution cannot
have a τ value smaller than τf , since Algorithm 1 guarantees
that xi,k,m = 0 when �i,k,m < τf (lines 3–7), and the rounding
does not change this fact.

First, we give a high-level description of the dependent
rounding procedure of [25]. Assume we are given a bipartite
graph (V1, V2, E) with bipartition (V1, V2) and a value xi,j ∈
[0, 1] for each edge (i, j) ∈ E. Initialize yi,j = xi,j for each
(i, j) ∈ E. Values yi,j will be probabilistically modified in
several (at most |E|) iterations such that yi,j ∈ {0, 1} at the
end, at which point we will set Xi,j := yi,j for all (i, j) ∈ E,
where Xi,j are the (randomly) rounded final values for edges
(i, j) ∈ E.

The iterations that modify y proceed as follows. We call an
edge (i, j) floating if its value yi,j is not integral (i.e., yi,j ∈
(0, 1)). Let Ẽ ⊆ E be the current set of floating edges. If
Ẽ = ∅, the process terminates by setting Xi,j := yi,j for all
(i, j) ∈ E. Otherwise, find a simple cycle or maximal path
S in the subgraph (V1, V2, Ẽ) in O(|V1| + |V2|) time running
depth-first search (DFS). Partition the edge set of S into two
alternating matchings A and B. We define

α := min

{
γ > 0 :

(∃(i, j) ∈ A : yi,j + γ = 1
) ∨

(∃(i, j) ∈ B : yi,j − γ = 0
)}

(34)

β := min

{
γ > 0 :

(∃(i, j) ∈ A : yi,j − γ = 0
)

∨ (∃(i, j) ∈ B : yi,j + γ = 1
)}

. (35)

Then, we execute the following randomized step.
1) With probability β/(α + β) set yi,j := yi,j + α ∀(i, j) ∈

A, yi,j := yi,j − α ∀(i, j) ∈ B.
2) With probability α/(α + β) set yi,j := yi,j − β ∀(i, j) ∈

A, yi,j := yi,j + β ∀(i, j) ∈ B.
In either case, at least one edge (i, j) ∈ Ẽ will stop being float-
ing, i.e., yi,j ∈ {0, 1}, and, therefore, after at most |E| iterations
or O(|E|(|V1| + |V2|)) time, all values y will become integral
and the rounding process terminates. Algorithm 4 codifies the
dependent rounding procedure. Note that dependent rounding

Algorithm 4 Dependent Rounding
1: Bipartite graph (V1, V2, E), xi,j ∈ [0, 1] for each edge

(i, j) ∈ E
2: yi,j = xi,j, ∀(i, j) ∈ E; Ẽ = E
3: for all (i, j) ∈ Ẽ do
4: if yi,j ∈ {0, 1} then
5: Ẽ:= Ẽ \ {(i, j)}
6: end if
7: end for
8: while Ẽ �= ∅ do
9: Simple cycle or maximal path S = DFS(V1, V2, Ẽ);

S = A ∪ B for alternating matchings A, B
10: Obtain α and β from (34) and (35)
11: With probability β/(α+β), yi,j:= yi,j +α, ∀(i, j) ∈ A,

and yi,j:= yi,j − α, ∀(i, j) ∈ B
12: With probability α/(α+β), yi,j:= yi,j −β, ∀(i, j) ∈ A,

and yi,j:= yi,j + β, ∀(i, j) ∈ B
13: for all (i, j) ∈ Ẽ do
14: if yi,j ∈ {0, 1} then
15: Ẽ:= Ẽ \ {(i, j)}
16: end if
17: end for
18: end while
19: Xi,j = yi,j, ∀(i, j) ∈ E
20: return Xi,j

is a randomized algorithm, and the final rounded solution X
is random variables.

We apply this framework to the fractional solution of
Relaxed-(GFIP), which can be obtained in polynomial time.
The fractional solution corresponds to a bipartite graph G =
(V1, V2, E), with V1 = {(i, k) : βi,k = 1}, V2 = {m ∈ Mk ∀k},
and E = {((i, k), m) : 0 < xi,k,m < 1}.

Property (P2) of dependent rounding in [25] states the
following.

Theorem 3 (Degree-Preservation): For a vertex u ∈ V1∪V2,
let du = ∑

v:(u,v)∈E xu,v be the fractional degree of u. Then, if
Xu,v is the rounded value of xu,v, Xu,v ∈ {�dv�, �dv	}.

Theorem 3 ensures that the rounded solution will sat-
isfy (28), since these are constraints on the fractional degree
di,k of the vertices (i, k) ∈ V1 and di,k = 1. Also, it ensures
the satisfaction of (29) and (30), since these constraints imply
Lmin

m ≤ dm ≤ Lmax
m and Lmin

m , Lmax
m are integers.

It remains to study by how much constraints (31), (32)
are violated. If [xi,k,m ∀i, k, m] is the fractional solution of
Relaxed-(GFIP), let

DLP :=
N∑

i=1

K∑

k=1

Mk∑

m=1

fi,k,m
FTi,k

xi,k,m

RLP
i :=

K∑

k=1

Mk∑

m=1

si,k,m

RiTi,k
xi,k,m ∀i.

The application of part (i) of [25, Th. 3.1] (proved by [26])
on the (randomly) rounded values Xi,k,m implies the following
Chernoff-type bounds.
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Theorem 4: The following inequalities hold:

Pr

[
N∑

i=1

K∑

k=1

Mk∑

m=1

fi,k,m
FTi,k

Xi,k,m ≥ (1 + ε)

]
≤ eε

(1 + ε)1+ε
(36)

Pr

[
∃i:

K∑

k=1

Mk∑

m=1

si,k,m

RiTi,k
Xi,k,m ≥ (1 + ε)

]
≤ Neε

(1 + ε)1+ε
. (37)

Proof: Note that 0 ≤ ( fi,k,m/FTi,k), (si,k,m/RiTi,k) ≤
1 ∀i, k, m, since, otherwise, the optimal LP solution sets
xi,k,m = 0. Also, assuming the solution of (GFIP) does not
result in infeasibility, i.e., DLP ≤ 1 and RLP

i ≤ 1 ∀i for
some τ̂ , the properties of dependent rounding imply that
E[

∑N
i=1

∑K
k=1

∑Mk
m=1 ( fi,k,m/FTi,k)Xi,k,m] = DLP ≤ 1 and

E[
∑K

k=1
∑Mk

m=1 (si,k,m/RiTi,k)Xi,k,m] = RLP
i ≤ 1 ∀i. Hence,

given that properties (P1) and (P3) of [25] (extended by
[27, Th. 4.4]) of dependent rounding hold, the conditions of
[25, Th. 3.1] are satisfied, and we have the inequalities of the
theorem statement.

As in [25, Th. 3.2], setting ε = O(ln N/ln ln N) guarantees
a violation of (31) and (32) by at most a factor O(ln N/ln ln N)

with probability larger than a constant. By repeating the
experiment, i.e., dependent rounding, a constant number of
times, the probability of success can be made bigger than any
constant, e.g., 0.75.

As a result, with a high probability, the available resources
need to be augmented only by small amounts in order to render
our solutions feasible for the system. Also, note that although
the upper bound of O(ln N/ln ln N) for resource augmentation
is guaranteed with high probability, the randomized nature of
our algorithm suggests that we can have better results if we
run it a few times and keep the best solution.

VI. SIMULATION RESULTS

In this section, we present simulation results to demonstrate
the performance of the proposed solutions for both the original
problem and the extended problem. For comparison, we also
obtain the optimum solutions using an exhaustive search.
We consider that the PSs access the ES through wireless
transmissions [28]. All the PSs are uniformly distributed in
the circular coverage area of a base station (BS), which has
the maximum coverage of 150 m. The ES is located at the
BS and hosts a DT for each of the PSs. We assume that each
PS is individually preallocated a channel of bandwidth w to
communicate with the ES co-located at the BS. Thus, the
transmission rate between PS i and the BS is Ri = wlog2(1 +
[PT

i gi]/σ 2), where PT
i and gi are the wireless transmission

power and the link gain from PS i to the BS, respectively, and
σ 2 denotes the noise power at the BS receiver input. Distance-
based path loss is used for the link gains and the path-loss
exponent is 3. Default parameters used in the simulation are
summarized in Table II, where U[a, b] denotes the uniform
distribution between a and b. These parameter values are
similar to those used in [2], [22], and [23], and varied during
the simulation. We intentionally use a wide range of parameter
values based on the referenced ranges so that we can make
conclusions that apply in general settings.

TABLE II
DEFAULT PARAMETER SETTINGS

TABLE III
COMPARISON OF RUNNING TIME

A. FPTAS for the Original Problem

In the first set of simulation, there are six PSs, the number
of features (K) for each PS is varied during the simulation, and
each feature has six models. The simulations are performed
on a server with Ubuntu 18.04.6 LTS, Intel Xeon CPU E5-
2640 v2 @ 2.00 GHz, and 196-GB memory. Table III shows
the running time of the proposed approximation solution and
the optimum solution. As K increases, the size of the problem
increases, and the running time of both solutions increases. For
the optimum solution, the running time increases exponentially
and quickly becomes prohibitively long, e.g., more than 24
days when K = 10. Although the running time of our proposed
solution is sometimes longer than the optimum solution (but
still short) when K is small (e.g., K = 4), it increases much
slower and is significantly shorter than the running time of the
optimum solution when K = 10. This demonstrates that our
proposed solution is highly efficient when the system size is
large.

In the second set of simulations, we compare the minimum
achieved accuracies using the proposed FPTAS solution and
the optimum, respectively. Due to the long running time of the
optimum solution, the comparison can only be performed for
small-size systems. In the simulation, there are three PSs, each
PS requires five features, and each feature can be implemented
by using one of the four models (with differing accuracies).
The simulation results are averaged over 100 independent
experiments, each of which is for one set of randomly
generated PS locations and feature/model parameters.

Fig. 2 shows the minimum achieved accuracy of features
versus the ES CPU capacity F. It can be seen that in general,
the minimum achieved feature accuracy increases with the
ES CPU capacity. The increase is more significant when F
is relatively small and gradually becomes saturated as the
wireless transmission rates eventually become the performance
bottleneck. It is also seen that the minimum achieved accuracy
using the proposed approximate solution can be higher than
the optimum one, and the approximate solution achieves this
at the price of violating constraint (7), i.e., ES CPU capacity
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Fig. 2. Minimum achieved accuracy versus ES computation capacity.

Fig. 3. Minimum achieved accuracy versus wireless channel bandwidth.

constraint, by a factor of at most (1 + ε). We can see that
when the ES CPU capacity is relatively small, the minimum
achieved feature accuracy with ε = 10% is higher than that
with ε = 5%, since the approximate solution can achieve
a better minimum accuracy by violating the ES capacity
constraint more. However, as the ES CPU capacity becomes
large enough, the minimum achieved accuracies using the
proposed solution are the same as the optimum solution when
the proposed solution does not violate the constraints.

Fig. 3 shows the minimum achieved accuracy of features
versus the wireless channel bandwidth w. The observations are
similar as in Fig. 2. The minimum achieved feature accuracy
increases with the wireless channel bandwidth in general and
gradually becomes a constant as the bandwidth is sufficiently
large and the ES computation capacity eventually becomes
the performance bottleneck. It can be seen that the minimum
achieved accuracy using the proposed approximate solutions
is always higher than the optimum one. It is because the

Fig. 4. Minimum achieved accuracy versus ES computation capacity
(Generalization case).

ES computation capacity used in this simulation is relatively
small, i.e., 1.2 G CPU cycles/s, the ES CPU capacity constraint
is always violated by a factor of at most (1 + ε) in the
approximate solutions.

B. Approximate Solution for the Generalization

In this section, we consider there are five PSs in the
coverage of the BS, each PS requires five features, and each
feature can be implemented by using one of the four models
(with different accuracy). The input data si,k,m’s are randomly
generated from U[2, 200] M bits. The needed CPU cycles
fi,k,m’s are randomly generated from U[5, 500] M CPU cycles.
In this case, we assume the model with the highest accuracy
of the first feature has to be used at least once. The models
with the lowest accuracy of the first and the third features have
to be used at most 4 times. The link gains include both the
path loss and small-scale fading given as gi = 10−3ρi

2d−3
i ,

where di denotes the distance between PS i and the BS and
ρi represents the additional channel small-scale fading which
is assumed to be Rayleigh distributed [29], [30]. Thus, ρi

2 is
an exponentially distributed random variable with unit mean.
Note that a 30-dB average signal power attenuation is assumed
at a reference distance of 1 m. The simulation results are
averaged over 100 independent experiments, each of which is
for one set of randomly generated PS locations and feature
and model parameters.

Fig. 4 shows the minimum achieved accuracy of features
versus the ES CPU capacity F, where the proposed approx-
imate method is applied by running one round of dependent
rounding. The figure shows that the minimum achieved accu-
racy using the proposed approximate solution is very much
close to the optimum. The gap is slightly higher when the
wireless channel bandwidth is smaller. Meanwhile, Fig. 5
shows the corresponding constraint violation resulted from
dependent rounding in the proposed approximate solution.
Both the wireless channel bandwidth constraints [i.e., (25)] and
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Fig. 5. Constraint violation versus ES computation capacity.

Fig. 6. Minimum achieved accuracy versus wireless channel bandwidth
(Generalization case).

the computation capacity constraint [i.e., (26)] are considered.
For the computing constraint, the violation is calculated as
percentage changes to the right-hand value after running
the algorithm. For the bandwidth constraints, the percentage
change to the right-hand value is calculated for each of the
N constraints and then the maximum is taken. The figure
shows that as F increases, the computation constraint violation
decreases in general. When F is sufficiently large, there is
no violation in the computation constraint. Note that the
results of the dependent rounding are random, and therefore
the change of the constraint violation is not monotonic. The
changes in bandwidth constraint violation are mainly due to
the random effect of the dependent rounding. Fig. 5 shows
for both the bandwidth and computation constraints, running
additional rounds of the dependent rounding helps reduce
the constraint violation. Running additional rounds of the
dependent rounding also helps bring the approximate solution

Fig. 7. Constraint violation versus wireless channel bandwidth.

closer to the optimum. However, the results after running five
rounds of dependent rounding are not shown in Fig. 4 because
the approximate solution after running the dependent rounding
for one round is already very close to the optimum.

Fig. 6 shows the minimum achieved feature accuracy versus
the wireless channel bandwidth w, when one round of depen-
dent rounding is run in the proposed approximate solution. It
is seen that the minimum achieved feature accuracy using the
proposed approximate solution is very close to the optimum,
although the gap is slightly larger when the computation
capacity is smaller. Fig. 7 shows the constraint violation
as the wireless channel bandwidth changes. As the chan-
nel bandwidth increases, the bandwidth constraint violation
decreases in general. When w is sufficiently large, there is
no violation in the bandwidth constraint. When increasing
the channel bandwidth, the computation constraint violation
decreases in general, which is significantly smaller compared
to the bandwidth constraint violation. However, increasing the
number of rounds of running the dependent rounding helps
reduce the violation in both types of constraints.

VII. CONCLUSION

DTs provide features that represent the real behavior of
their associated PSs. This is done using models that yield
differing levels of system accuracy. In this article, we have
considered the DT model selection problem where the DTs
of multiple PSs are hosted at the same ES. The objective
is to maximize the minimum achieved accuracy among the
requested features by making appropriate model selections
subject to communication channel and ES resource availability.
This problem was first formulated as an NP-complete integer
program. This article then reduced it to a feasibility problem
and decomposed it into multiple subproblems that each con-
sist of a modified Knapsack problem. A polynomial-time
approximation algorithm was proposed using DP (FPTAS) to
solve it efficiently by violating the constraint by at most a
given factor. A generalization of the model selection problem
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for DTs was then introduced. A polynomial-time approxi-
mation algorithm using relaxation and dependent rounding
was proposed that finds approximate problem solutions that
provide an asymptotic bound on constraint violation. A variety
of simulation results were presented that demonstrate the
excellent performance of the proposed algorithms. It was
verified that our proposed FPTAS is highly efficient when the
system size is large. The approximate solution can be obtained
by violating its constraints no more than any given factor.
The proposed solution to the generalization achieved close-
to-optimum feature accuracy and its violation of constraints
can be reduced by running additional rounds of the dependent
rounding.
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