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Abstract

In this paper we present the application of the Hierarchical Interface-based
Supervisory Control theory to a model of the Atelier Inter-établissement de Pro-
ductique (AIP), a large (7 x 102! possible states), highly automated, manufacturing
system. We first describe the model of the AIP system, then our interfaced based
supervisor design, and finally we apply the local checks described in [10] to show
that the system is globally nonblocking and controllable. This example demon-
strates that Hierarchical Interface-based Supervisory Control can be applied to in-
teresting systems of realistic complexity that were previously far beyond the means
of previous monolithic, modular, or hierarchical supervisor design techniques.

1 Introduction

In the area of Discrete-Event Systems (DES), two common tasks are to verify that a
composite system, based on a cartesian product of subsystems, is (i) nonblocking and (ii)
controllable. The main obstacle to performing these tasks is the combinatorial explosion
of the product state space. Although many methods have been developed to deal with this
problem (modular control [1, 16, 20|, decentralised control [12, 17, 21|, model aggregation
methods [2, 5, 19, 23], and multi-level hierarchy [4, 7, 8, 13, 14, 18]), large-scale systems
are still problematic, particularly for verification of nonblocking.

In [10, 11], we presented the parallel case of a method called Hierarchical Interface-
based Supervisory Control (HISC) that decomposes a system into a high level subsystem
which communicates with n > 1 parallel low level subsystems through separate interfaces,
which restrict the interaction of the subsystems. The method uses interfaces designed as
DES, and a set of local consistency properties that can be used to verify if a discrete-event
system is globally nonblocking and controllable. As each of these consistency properties
can be verified using a single subsystem, the complete system model never needs to be
constructed, thus offering significant savings in computational effort. This paper will use
the terminology and results of the companion paper [10], but for reasons of brevity will
not restate them here.

It is worth noting that Zhang et al. have developed algorithms that use Integer
Decision Diagrams to verify centralized DES systems on the order of 10?* states [22].
These results are complementary to the hierarchical method illustrated in this paper, as
their approach can be used to verify many of the required conditions, allowing HISC to
scale to even larger systems.



To demonstrate the utility of our method, we now present its application to a large
manufacturing system, the Atelier Inter-établissement de Productique (AIP). Section 2
provides an overview of the AIP system while Section 3 describes the desired closed loop
behavior of the system and associated assumptions about the plant. We describe the
modular decomposition (in the sense of [15]) of the system and provide the details of
the component interfaces and supervisor design in Section 4. We close with Section 5
discussing the results of applying the method to show that the AIP system is nonblocking
and controllable.

2 Overview of the AIP

In this section, we introduce the automated manufacturing system of the Atelier Inter-
établissement de Productique (AIP), as described in [3] and [6]. The AIP, shown in Figure
1, is a highly automated manufacturing system consisting of a central loop (CL) and four
external loops (EL), three assembly stations(AS), an input/output (I/O) station, and
four inter-loop transfer units (TU). The I/O station is where the pallets enter and leave
the system. Pallets can be of type 1 or of type 2, and it is assumed that the type of the
pallet entering is random.

2.1 Assembly Stations

The structure of the assembly stations is shown in Figure 2. Each station consists of a
robot to perform assembly tasks, an extractor to transfer the pallet from the conveyor loop
to the robot, sensors to determine the location of the extractor, and a raising platform
to present the pallet to the robot. The station also contains pallet sensors to detect a
pallet at the pallet gate, the pallet stop, and to detect when a pallet has left the station.
Finally, the assembly station contains a read/write (R/W) device to read and write to
the pallet’s electronic label. The pallet label contains information about the pallet type,
error status, and assembly status (which tasks have been performed).

Whereas the assembly stations contain the same basic components, they differ with
respect to functionality. Station 1 is capable of performing two separate tasks denoted
taskl1A and task1B, while station 2 can perform tasks task2A and task2B. Station 3
can perform all four of these tasks as well as functioning as a repair station allowing an
operator to repair a damaged pallet. The assembly stations also differ with respect to
reliability. Stations 1 and 2 can break down and must be repaired, while station 3 is of
higher quality and is assumed never to break down. Station 3 is used to substitute for
the other stations when they are down.

2.2 Transport Units

The structure of the four identical transport units is shown in Figure 3. The transport
units are used to transfer pallets between the central loop, and the external loops. Each
one consists of a transport drawer which physically conveys the pallet between the two
loops, plus sensors to determine the drawer’s location. At each loop, the unit contains a
pallet gate and a pallet stop, to control access to the unit from the given loop. The unit
also contains multiple pallet sensors to detect when a pallet is at a gate, drawer, or has
left the unit. Also, each unit contains a R/W device located before the central loop gate.
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3 Control Specifications

For this example, we adopt the control specifications and assumptions used in [3] and
[6] and restated below. To this we add Specification 7 to make the assembly stations
more interesting.

Assumptions: We assume that (1) the system is initially empty, and (2) two types of
pallets are randomly introduced to the system, subjected to assembly operations, and
then leave.

Specifications:

1. Routing: Pallets follow a certain route based on their type. A type 1 pallet must
go first to AS 1, then AS 2 before leaving the system. Type 2 pallets go first to AS
2, then AS 1 before leaving the system. A pallet is not allowed to leave the system
until all four assembly tasks have been successfully performed on it.

2. Maximum capacity of external loops 1 and 2: The maximum allowed number
of pallets in either loop at a given time is one.

3. Ordering of pallet exit from system: The pallets must exit the system in the
following order: type 1, type 2, type 1, ...

4. Assembly errors: When a robot makes an assembly error, the pallet is marked
damaged and routed to AS 3 for maintenance. After maintenance, the pallet is
returned to the original assembly station to undergo the assembly operation again.

5. Assembly station breakdown: The robots of external loops 1 and 2 are sus-
ceptible to breakdowns. When a station is down, pallets are routed to assembly
station 3 which is capable of performing all tasks of the other two stations. When
the failed station is repaired, all pallets not already in external loop 3 are rerouted
to the original station.

6. Maximum capacity of assembly stations: To avoid collisions, only one pallet
is allowed in a given station at a time.

7. Assembly task ordering: Assembly tasks are performed in a different order for
pallets of different types. For pallets of type 1, tasklA is performed before task1B,
and task2A is performed before task2B. For pallets of type 2, task1B is performed
before task1A, and task2B is performed before task2A.

4 System Structure

To cast the AIP into a parallel interface system, we break the system down into a high
level, and seven low levels corresponding to the three assembly stations and four transport
units, as shown in Figure 4. Each subsystem is described in the following sections. The
models and supervisors developed for this example are based on the automata presented
in [3] and [6]. We have altered them to fit our setting, and we have extended them to
fill in the missing details of several events that were defined as “macro events” in the
cited references. The authors note that while all the supervisors that follow were created
manually, standard synthesis techniques could be applied to generate each of the local
supervisors from formal specifications. As this example contains 181 DES, we are not



able here to describe the design in complete detail. We refer the reader to [9] for a
complete description of the system.

In the diagrams to follow, uncontrollable events are shown in italics; all other events
are controllable. Also, initial states can be recognised by a thick outline, and marked
states are filled.

4.1 The High Level

The high level subsystem contains 15 DES, and keeps track of the breakdown status of
assembly stations 1 and 2, as well as enforces the maximum capacity of external loops
1 and 2. This subsystem controls the operation of all transport units and all assembly
stations, as well as tracking the pallets’ progress around the manufacturing system.

As an example of the high level subsystem’s behaviour, we discuss supervisor Man-
ageTU1, shown in Figure 7. This supervisor controls the transfer of pallets between the
central loop and external loop 1. It permits pallets on the central loop to pass through
transport unit 1 (to be liberated) without being transferred to the external loop. Pallets
are liberated if the attached external loop is at maximum capacity, assembly station 1 is
down, or TU 1 determines that the pallet is not to be transferred.

4.2 Low Levels AS 1 and AS 2

We now describe the low level subsystems that represent assembly stations 1 and 2. As
they are identical, we will describe them collectively as low level subsystem k, where
k=AS 1,AS 2.

Subsystem k contains 17 DES and provides the functionality specified in its interface,
shown in Figure 5. An assembly station accepts the pallet at its gate, and then presents
it to the robot for assembly. It then releases the pallet, and reports on the success of the
assembly operation. If the robot breaks down, this is reported through the interface, and
the pallet is released. Subsystem £ then waits for a repair command to return the robot
to operation.

Supervisor HndlPallet. AS1, shown in Figure 10, provides an example of low level
subsystem AS 1’s behaviour. HndlPallet. AS1 handles the task of processing a pallet once
it reaches the extractor. It reads the pallet’s label, presents the pallet to the robot, and
has the robot perform the appropriate tasks on the pallet. The supervisor then allows
the pallet to leave the assembly station and reports on the success of the processing
operation by updating the pallet’s label, and notifies the high level subsystem through
their common interface.

4.3 Low Level AS 3

Low level subsystem AS 3 contains 27 DES and provides the functionality specified in its
interface, shown in Figure 6. This subsystem describes the behaviour of assembly station
3, which is very similar to stations 1 and 2. The main differences are that station 3 can
repair damaged pallets, is assumed not to breakdown, and can substitute for either AS1
or AS2 when they are down.

Supervisor DoRobotTuasks.AS3, shown in Figure 11, provides an example of low level
subsystem AS 3’s behaviour. DoRobotTasks.AS3 controls the operation of assembly sta-
tion 3’s robot. The supervisor makes sure that the assembly tasks are performed in the
correct order for a given type of pallet, and then it reports on the success of the assembly
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Figure 7: Supervisor ManageTU1.

operation. As AS 3 only performs assembly tasks when another station is down, the
robot can perform assembly tasks as if it were substituting for AS 1’s robot or AS 2’s
robot.

4.4 Low Levels TU 1 and TU 2

We now describe the low level subsystems that represent transport units 1 and 2. As
they are identical, we will describe them collectively as low level subsystem r, where
r=TU 1, TU 2.

Subsystem 7 contains 25 DES and provides the functionality specified in its interface,
shown in Figure 8. The transport units are used to transfer pallets between the central
loop, and the external loops (ie. TU 1 transfers pallets between CL and EL 1). Subsystem
r has two entry points for pallets, the central loop gate, and the external loop gate. If
a pallet is at the EL gate, subsystem r transfers the pallet to the central loop. If a
pallet is at the CL gate, subsystem r can be requested to liberate the pallet (allow it to
pass through and continue on CL), or to transfer the pallet to the EL. When requested
to transfer a pallet to the EL, subsystem r will only transfer the pallet if the pallet is
undamaged and if the next assembly task required by the pallet is performed by the
external loop’s assembly station.

Supervisor HndlTrnsfToEL.r, shown in Figure 12, provides an example of low level
subsystem r’s behaviour. HndlTrnsfToEL.r handles transporting pallets from the central
loop to the external loop. It only transfers pallets if they are undamaged, or if the next
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assembly task required by the pallet is performed by the external loop’s assembly station.

4.5 Low Level TU 3

Low level subsystem TU 3 contains 29 DES and provides the functionality specified in its
interface, shown in Figure 9. This subsystem describes the behaviour of transport unit
3, which is very similar to TU 1 and TU 2. Subsystem TU 3 differs in how it decides if a
pallet should be transferred from the central loop to external loop 3. First, all damaged
pallets are to be transferred to EL 3 for maintenance. Second, if an assembly station
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is down and it performs the next pending task for the pallet, then the pallet is to be
transferred. As subsystem TU 3 most know the breakdown status of assembly stations
1 and 2, this information is passed in explicitly as separate request events (see Figure 9,

events from state sy to sl).

4.6 Low Level TU 4

Low level subsystem TU 4 contains 19 DES and provides the functionality specified in its
interface, shown in Figure 8. This subsystem describes the behaviour of transport unit
4, which is very similar to TU 1 and TU 2. Subsystem TU 4 differs in how it decides



if a pallet should be transferred from the central loop to external loop 4, which contains
the I/O station (the I/O station is where pallets enter and leave the system). As pallets
are required to leave the system in a particular order (ie. type 1, type 2, type 1, ...),
subsystem TU 4 keeps track of the type of the last pallet to be transferred to EL 4 and
will only transfer the current pallet if it is of the type required by the sequence, and if
all required assembly tasks have been successfully performed on the pallet.

5 Conclusions

Analysing the system, we found it to be interface consistent, level-wise nonblocking, and
level-wise controllable. We can thus conclude by Theorems 1 and 2 of [10], that the
flat system is nonblocking and that the system’s flat supervisor is controllable for the
flat plant. As explained in [10], a system’s flat supervisor is the synchronous product of
all interfaces and supervisors in the system, and a system’s flat plant is the synchronous
product of all plant models.

This example contains 181 DES in total, with an estimated closed-loop state space of
7 x 10%!. This estimate was calculated by determining the closed-loop state space of the
high level, and each low level and then these values were multiplied together to create a
worst case state estimate. The computation ran for 25 minutes, using 760MB of memory.
The machine used was a 750MHz Athlon system, with 512MB of RAM, 2GB of swap,
and running Redhat Linux 6.2. A standard nonblocking verification was also attempted
on the monolithic system, but it quickly failed due to lack of memory.

In this paper we presented a large manufacturing example that uses the parallel case of
the Hierarchical Interface-based Supervisory Control method. This example demonstrates
that our method can be applied to interesting systems of realistic complexity. Because
the interface conditions can be verified using only one subsystem at a time, we were
able to quickly verify a large system that was previously far beyond our means. Also,
since subsystems can be verified independently, requiring only the relevant interface DES,
we were able to model and design each subsystem separately. This permitted parallel
development, requiring no interaction once the interfaces were defined. Also, the resulting
system is easier to understand as each subsystem can be understood independently.
Finally, we have a high degree of re-usability as any individual subsystem can be replaced
without requiring the other subsystems to be altered or re-verified.
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