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#### Abstract

Adding external knowledge improves the results for ill-posed problems. In this paper we present a new multi-level optimization framework for image registration when adding landmark constraints on the transformation. Previous approaches are based on a fixed discretization and lack of allowing for continuous landmark positions that are not on grid points. Our novel approach overcomes these problems such that we can apply multi-level methods which have been proven being crucial to avoid local minima in the course of optimization. Furthermore, for our numerical method we are able to use constraint elimination such that we trace back the landmark constrained problem to a unconstrained optimization leading to an efficient algorithm.


## 1 Introduction

Image registration is a challenging problem in digital imaging. Roughly speaking, the problem can be described as follows. Given a reference image $\mathcal{R}$ and a template image $\mathcal{T}$, find a reasonable spatial transformation $y$ such that the transformed image $\mathcal{T}[y]$ is similar to the reference. Image registration is required whenever images resulting from different times, devices, and/or perspectives need to be compared or integrated. Alone in the area of medical applications, registration is used in radiation therapy, surgery planing, treatment evaluation, motion correction and estimation and many more, see, e.g. [1-6] and references therein. See also [7-9] for related work.

However, although the registration problem is easily stated it is hard to be solved. A key difficulty is the ill-posedness of the problem: For a particular point $x$, scalar intensity values $\mathcal{R}(x)$ and $\mathcal{T}(x)$ are given but a transformation vector $y(x)$ vector is to be computed. A common approach is to phrase image registration as an optimization problem involving a distance measure $\mathcal{D}$ reflecting similarity of images and a regularization term $\mathcal{S}$ reflecting reasonability of the transformation. Though appropriate regularization results in a well-posed problem in the sense of Hadamard [10] (see, e.g. [11-13]), it is sometimes difficult or even impossible to find an application conform regularization.


Fig. 1. Reference (left) and template (right) images.

A simple example is shown in Fig. 1, where the reference and template image cover the full intensity range and share some obvious symmetries. Considering only rigid transformations, there are four different solutions for any reasonable distance measure. Regularization can be used to privilege one of these (for example by penalizing rotations). However, any regularization is somehow artificial and may favor a meaningless solution.

One way to obtain better results and to guide the model towards a more realistic solution is by using landmarks. In the above example, just adding the information that the top-left corner of the square in the reference image corresponds to the bottom-right corner of the square in the template image eliminates three of the above solutions. Adding landmark information to image registration is far from being new, see e.g. $[14-18,4]$ and references therein.

Although landmarks have been used extensively in the past, the effective numerical implementation of image registration with landmark is unsatisfactory. For example, no landmark registration scheme known to us allow for the incorporation of scale space or multi-level techniques which are frequently used to avoid local minima. Typically, landmark constraints are described in a discrete sense, where the $i$ th pixel in a fixed discretization is constrained. This causes troubles if the discretization is variable, that is, if discretization on different scales is used.

The goal of this paper is to develop a multilevel technique for the incorporation of landmarks in a registration process. We stress that ignoring issues such as local minima, different algorithms than the one proposed here (for example [17]) should give similar results. Thus, the focus of this work is on numerical implementation of multilevel algorithms with landmark constraints. Starting with a variational formulation of the landmark constrained registration problem, this paper provides a consistent numerical approach. The new approach is based on discretize-then-optimize approach and takes advantage of a multi-level discretization. The new approach automatically resolves the problem resulting from a fixed number of constraints versus a varying number of unknowns and related inconsistency of the constraints. A numerical stable and computational feasible basis of the constrained manifold is derived. Using a reduced formulation gives
a handle to an elegant algorithm, where indefinite Karush-Kuhn-Tucker systems [19] can be avoided.

This paper is organized as follows. Sect. 2 introduces the basic notation and states the problem in a variational framework. A discretized then optimize approach is used to numerically solve the constrained registration problem. Details are outlined in Sect. 3, where the discretization, the construction of a basis for the constraint manifold, the numerical optimization, and a multi-level strategy are described. Sect. 4 presents some numerical results. Conclusions are given in Sect. 5.

## 2 Variational Formulation

In this section we formulate the constrained registration problem. Let $d \in \mathbb{N}$ denote the spatial dimension (typically $d=2,3$ ) and $\Omega \subset \mathbb{R}^{d}$ the region of interest and let $\mathcal{T}, \mathcal{R} \in L_{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ denote the template and reference image, respectively. The objective is to find a transformation $y: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ such that the transformed image $\mathcal{T}[y]$ in similar to $\mathcal{R}$ and the transformation $y$ is regular, where similarity and regularity are measured by $\mathcal{D}$ and $\mathcal{S}$, respectively. More precisely,

$$
\begin{aligned}
\mathcal{T}[y](x) & :=\mathcal{T}(y(x)) \quad \text { for all } \quad x \in \Omega \\
\mathcal{D}[\mathcal{T}, \mathcal{R}] & :=\frac{1}{2} \quad \int_{\Omega}(\mathcal{T}-\mathcal{R})^{2} d x \\
\mathcal{S}[y] & :=\frac{\alpha}{2} \quad \int_{\Omega}|\mathcal{B} y|^{2} d x, \quad \mathcal{B}:=I_{d} \otimes \Delta
\end{aligned}
$$

Here, for ease of presentation, it is assumed that similarity is quantified by the energy in the difference image. However, other distance measure like mutual information [20, 21] or normalized gradient fields [22,23] can be handled similarly. Regularity is measured using the curvature regularizer [24, 25] where the partial differential operator $\mathcal{B}$ is the vector valued Laplacian, $|\cdot|$ denotes the Euclidian norm in $\mathbb{R}^{n}$, and $\alpha$ is a regularization parameter. Note that the order of the regularizer has to be sufficiently high to cover the landmark constraints [26, 4].

It is assumed that a number $L$ of landmarks $r_{1}, \ldots, r_{L} \in \mathbb{R}^{d}$ in the reference and corresponding landmarks $t_{1}, \ldots, t_{L} \in \mathbb{R}^{d}$ in the template image are given. The automatic detection of landmarks is beyond the scope of this paper; see [16] for an overview. The point evaluation functional is denoted by $\delta_{x}$. With

$$
\left(I_{d} \otimes \delta_{r_{\ell}}\right)[y]=\left(y^{1}\left(r_{\ell}\right), \ldots, y^{d}\left(r_{\ell}\right)\right)=y\left(r_{\ell}\right) \in \mathbb{R}^{d}
$$

the landmark constraints can be phrased as

$$
\mathcal{C}[y]=t:=\left(t_{1}, \ldots, t_{L}\right)^{\top} \in \mathbb{R}^{L, d}
$$

where $\mathcal{C}[y]=\left(\left(I \otimes \delta_{r_{1}}\right)[y], \ldots,\left(I \otimes \delta_{r_{L}}\right)[y]\right)^{\top} \in \mathbb{R}^{L, d}$, and the landmark constrained registration problem reads:

$$
\begin{equation*}
\text { minimize } \quad \mathcal{J}[y]=\mathcal{D}[\mathcal{T}[y], \mathcal{R}]+\mathcal{S}\left[y-y_{\mathrm{ref}}\right] \quad \text { subject to } \quad \mathcal{C}[y]=t \tag{1}
\end{equation*}
$$

where $y_{\text {ref }}$ allows for a bias towards a particular solution.

The above problem is strongly related to plain landmark based registration, where $\mathcal{D}=0$ and $\mathcal{S}=\mathcal{S}^{\mathrm{TPS}}$ is the bending energy of a thin-plate-spline; see, e.g. $[26,4]$ for an extended discussion. The solution $y_{\mathrm{TPS}}$ is explicitly known and a linear combination of shifts of a radial basis function $\rho$ associate to $\mathcal{S}$ and a polynomial correction. Following [4], the $k$ th component of $y_{\text {TPS }}$ reads

$$
\begin{equation*}
y_{\mathrm{TPS}}^{k}(x)=\sum_{\ell=1}^{L} \theta_{\ell}^{k} \rho\left(\left|x-r_{\ell}\right|\right)+\left(1, x^{1}, \ldots, x^{d}\right)\left(\theta_{L+1}^{k}, \ldots, \theta_{L+d+1}^{k}\right)^{\top} \tag{2}
\end{equation*}
$$

where the coefficients are given by $A \theta^{k}=\left(t_{1}^{k}, \ldots, t_{L}^{k}, 0, \ldots, 0\right)^{\top}$ with

$$
\begin{aligned}
A & =\left(\begin{array}{cc}
\left.\left[\rho\left(\mid r^{i}-r^{j}\right) \mid\right)\right]_{i, j=1}^{L} & P^{\top} \\
P & 0
\end{array}\right), \quad P=\left(\begin{array}{ccc}
1 & \cdots & 1 \\
r_{1} & \cdots & r_{L}
\end{array}\right) \in \mathbb{R}^{d+1, L}, \\
\text { and } \quad \rho(t) & = \begin{cases}t^{2} \log t(d=2) \\
t & (d=3)\end{cases}
\end{aligned}
$$

In our final formulation of the continuous problem, we use this function as a reference for regularization, i.e. $y_{\text {ref }}=y_{\text {TPS }}$, and it is thus convenient, to rephrase the problem in the update $u=y-y_{\text {ref }}$ :

$$
\begin{equation*}
\operatorname{minimize} \quad \mathcal{J}[u]=\mathcal{D}\left[\mathcal{T}\left[y_{\mathrm{ref}}+u\right], \mathcal{R}\right]+\mathcal{S}[u] \quad \text { subject to } \quad \mathcal{C}[u]=0 \tag{3}
\end{equation*}
$$

The role of the plain landmark solution as a reference is manifold. It can be seen as a good starting guess for a later implementation, minimizing the risk of being trapped by a local minimum. Moreover, it injects boundary values to region of interest. In fact, these boundary conditions make $y_{\text {TPS }}$ linear for $x \rightarrow \infty$ and thus invertible, which is preferable for most applications. Finally, it yields homogeneous constraints. As it is pointed out later, this is a crucial point for the discretization as now the feasible set is always non-empty.

## 3 Numerical treatment

A discretize-then-optimize approach is used to compute a numerical solution of (3). The discretization is briefly outlined for dimension $d=2$, see [27] for a detailed and general description. Note that the discretization is variable during the course of optimization and all quantities introduced in this section depend on the discretization with $h$. However, in this section a fixed discretization level is assumed and in order to keep the presentation clear, dependencies on $h$ are neglected.


Fig. 2. Discretization of a 2D domain $\Omega=\left(0, \omega_{1}\right) \times\left(0, \omega_{2}\right) \subset \mathbb{R}^{2}$ (left); discrete 2nd derivative $\partial_{i}^{2, h}$ (middle); linear interpolation (right).

### 3.1 Discretization

Fig. 2.a shows the discretization of a domain $\Omega$ in $m=(3,4)$ cells with cellcenters $x_{j}, j=1, \ldots, n=m_{1} m_{2}$.

Note that all discrete quantities depend on the discretization width $h, h_{i}=$ $\omega_{i} / m_{i}$ and $\hat{h}=h_{1} \cdots h_{d}$. The next equations describes how the discrete quantities are assembled.

$$
\begin{array}{ll}
X=\left(x_{1}^{1}, \ldots, x_{n}^{1}, \ldots, x_{n}^{d}\right) \in \mathbb{R}^{d n}, & R=\left(\mathcal{R}\left(x_{1}\right), \ldots, \mathcal{R}\left(x_{n}\right)\right) \in \mathbb{R}^{n}, \\
U=\left(u_{1}^{1}, \ldots, u_{n}^{1}, \ldots, u_{n}^{d}\right) \in \mathbb{R}^{d n}, & T(U)=\left(\mathcal{T}\left(u_{1}\right), \ldots, \mathcal{T}\left(u_{n}\right)\right) \in \mathbb{R}^{n} .
\end{array}
$$

The discretization of the curvature operator can by expressed as Kronneckerproducts [25] of identity matrices $I_{q} \in \mathbb{R}^{q, q}$ and discrete 2 nd derivatives $\partial_{i}^{2, h}$ (see Fig. 2.b): $\mathcal{B} \approx B=I_{d} \otimes\left(I_{m_{2}} \otimes \partial_{1}^{2, h}+\partial_{1}^{2, h} \otimes I_{m_{1}}\right)$. Finally, the integrals are approximated using a midpoint quadrature rule. Thus

$$
\mathcal{J}[u] \approx J(U)=\frac{1}{2} \hat{h}\left|T\left(y_{\mathrm{TPS}}(X)+U\right)-R\right|^{2}+\frac{1}{2} \alpha \hat{h}|B U|^{2}
$$

The final step is the discretization of the point evaluation functional $\delta_{x}$. For an arbitrary location $r_{\ell}$, a $d$-linear interpolation of discrete point evaluation functionals located at the $2^{d}$ closest grid points is exploited. For example, let $d=2$ and let the four neighboring grid points of $r_{\ell}$ be denoted by $x_{a}, \ldots, x_{d}$; see Fig. 2.c. Thus,

$$
\begin{aligned}
& \delta_{r_{\ell}}[u] \approx \delta_{r_{\ell}}^{h} u=C_{\ell} u(X) \\
& =\left(1-\xi_{1}\right)\left(1-\xi_{2}\right) u\left(x_{a}\right)+\xi_{1}\left(1-\xi_{2}\right) u\left(x_{b}\right)+\left(1-\xi_{1}\right) \xi_{2} u\left(x_{c}\right)+\xi_{1} \xi_{2} u\left(x_{d}\right)
\end{aligned}
$$

and $C_{\ell}$ is a sparse row vector with non-zero entries only at positions related to the locations of $x_{a}, \ldots, x_{d}$. If for a certain discretization a landmarks $r_{\ell}$ would be located precisely on a grid point $x_{j}$, then $C_{\ell}$ has only one non-zero entry at position $j$.

Assembling these rows for $\ell=1, \ldots, L$ results a sparse $L$-by- $n$ matrix $C$ with at most $2^{d}$ non-zero entries per row, see Fig. 3.b. The Kronnecker-products $I_{d} \otimes C$ enables a simultanuous treatment of all components of the discretized vector field $U$. Note that even for a very coarse discretization $(n<L)$ there exists a feasible solution fulfilling the constraints: $U=0$. Thus the feasible set is non-empty.

The discrete formulation of the constrained registration problem thus reads:

$$
\begin{array}{ll}
\operatorname{minimize} & J(U)=\frac{1}{2} \hat{h}\left|T\left(y_{\mathrm{ref}}(X)+U\right)-R\right|^{2}+\frac{1}{2} \hat{h} \alpha|B U|^{2}  \tag{4}\\
\text { subject to } & \left(I_{d} \otimes C\right) U=0, \quad U \in \mathbb{R}^{d n}
\end{array}
$$

### 3.2 An efficient basis for the feasible set

The objective is to derive a numerical feasible basis for the nullspace of the operator $C$. Note the size $L$-by- $n$ of $C$ can be large (e.g. $n=128^{3}$ and $L=100$ ) and the rank of this matrix is generally unknown. For a coarse discretization, $C$ has more rows than columns and a fine discretization it has more columns than rows.

The basic idea is to reorder the columns of $C$, such that the non-zeros columns are placed first. Let $\Pi$ denote the corresponding $n \times n$ permutation matrix and $C^{*}$ be a matrix consisting of the non-zeros columns of $C$, such that

$$
C \Pi=\left(C^{*} \mid 0\right)
$$

The size of $C^{*}$ is $L$-by- $p$, where $p \leq 2^{d} L$ since each row of $C$ can have at most $2^{d}$ non-zeros entries. The matrix $C^{*}$ is not only relatively small but also very sparse. Assuming the number of landmarks to be less then 1.000 , it is thus possible to compute a singular value decomposition (SVD) of $C^{*}[28]$, i.e.

$$
\begin{aligned}
C^{*}= & W \Sigma V^{\top}, \quad \text { where } \quad W^{\top} W=I_{L}, \quad V^{\top} V=I_{p} \\
& \text { and } \quad \Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{\min \{L, p\}}\right) \in \mathbb{R}^{L, p}, \quad \sigma_{1} \geq \cdots \geq \sigma_{\min \{L, p\}} \geq 0
\end{aligned}
$$

The above SVD enables the computation of the numerical rank of the matrix $C^{*}$ and hence $C$. To this end let tol be a user proscribed tolerance (e.g. tol $=0$ or tol $=10^{-16}$ ) and let $k$ the largest integer such that $\sigma_{k}>$ tol. The last $p-k$ columns of $V$ are a basis of the (numerical) nullspace of the matrix $C^{*}$ and thus the columns of $Z$ form a basis for the nullspace of $C$, where $V(:, k+1: p) \in \mathbb{R}^{p, p-k}$

$$
Z=\Pi\left(\begin{array}{cc}
V(:, k+1: p) & 0 \\
0 & I_{n-p}
\end{array}\right) \in \mathbb{R}^{n, n-k}
$$

and the final step undoes the permutation.
Important issues are summarized as follows. The matrix $C^{*}$ is relatively small, such that the SVD becomes numerically feasible. The SVD enables a uniform treatment independent of the rank of $C^{*}$ and thus handles a coarse discretization $(L>n)$ as well as a fine discretization $(L<n)$. Note that in the case $L>n$ the solution is the thin plate spline solution since there are 0 degrees of freedom. The columns of $Z$ form a sparse, orthonormal, and numerically stable basis for the set of constraints. For very fine discretizations, the matrix $Z$ is essentially the identity matrix and can be stored efficiently. Any feasible vector is given by $U=\left(I_{d} \otimes Z\right) w$, where $w \in \mathbb{R}^{d(n-k)}$, and there always exists a feasible point $w=0$.

### 3.3 Numerical optimization

The final version of the discrete constrained registration problem is given in terms of the reduced basis and reads

$$
\begin{equation*}
\operatorname{minimize} \quad J(w)=\frac{1}{2} \hat{h}\left|T\left(y_{\mathrm{ref}}(X)+Z_{d} w\right)-R\right|^{2}+\frac{1}{2} \hat{h} \alpha\left|B Z_{d} w\right|^{2} \tag{5}
\end{equation*}
$$

where $Z_{d}=I_{d} \otimes Z$.
In order to find a numerical solution to (5) standard optimization techniques can be applied; see e.g. [19] for an overview. Here, we use a Gauss-Newton type algorithm with an Armijo line search as outlined in [27]. The quasi-Newton system is given by $Z_{d}^{\top} H Z_{d} \delta_{w}=-\nabla J(w)$ where $\delta_{w}$ is the new search direction and $H=\nabla T^{\top} \nabla T+\alpha B^{\top} B$ is an approximation to the Hessian. Note that since the regularization is quadratic the term $B^{\top} B$ is exactly the Hessian of the regularization part and only the data fitting term is approximated. A generalized Gauss-Newton strategy can be used to handle other distance measures as mentioned before. For a numerical solution of the Newton-systems, a preconditioned conjugate gradient solver is used with symmetric Gauss-Seidel preconditioned; see [29] for details.

### 3.4 The multilevel strategy

It remains to describe the multi-level framework. To this end, a multi-level representation $\left\{T_{D}^{\ell}, R_{D}^{\ell}, m^{\ell}\right\}$ of given discrete data is initialized, where for ease of presentation it is assumed that $m_{i}^{\ell}=2^{\ell}, i=1, \ldots, d, \ell=\ell_{\min }, \ldots, \ell_{\max }$. Note that $h_{i}^{\ell}=\omega_{i} / m_{i}^{\ell}$ depends on the level. More precisely,

$$
T^{\ell_{\max }}=\text { original data }, \quad T^{\ell-1}=\text { downsample }\left(\operatorname{conv}\left(G, T^{\ell}\right)\right)
$$

where $G$ is a smoothing kernel (in our numerical experiments we used the block smoother $\left.G=(1,1,1)^{\top}(1,1,1) / 9\right)$.

In general, we compute updates to the thin plate spline solution on different grids. Similar to many other multilevel algorithms, the solution on finer grid is initialized by the coarser grid solution.

To be more specific, running from coarse to fine, the continuous representation $\mathcal{T}^{\ell}, \mathcal{R}^{\ell}$ for $T_{D}^{\ell}, R_{D}^{\ell}$ are computed (in our numerical experiments, spline interpolation is used). Moreover, the discretized thin-plate spline solution $Y_{\text {ref }}^{\ell}=$ $y^{\mathrm{TPS}}\left(X^{\ell}\right)(\mathrm{cf} .(2))$ for a cell-centered grid $X^{\ell}$ of size $m^{\ell}$ and the matrix $Z^{\ell}$ (cf. Sect.3.2) is initialized. A numerical solution $w_{\mathrm{opt}}^{\ell}$ of the discretized registration problem (5) is computed and the current grid solution is given by $Y_{\mathrm{opt}}^{\ell}=Y_{0}^{\ell}+Z_{d}^{\ell} w_{\mathrm{opt}}^{\ell}$. On the coarse grid, the initial guess we choose $w_{0}^{\ell_{\text {min }}}=0$ as starting guess such that $Y_{0}^{\ell_{\text {min }}}=Y_{\text {ref }}^{\ell_{\text {min }}}$. The starting guess $w_{0}^{\ell}$ for a finer grid is chosen as the best least squares approximation of the prolongated coarser grid solution, where $P_{\ell-1}^{\ell}$ denotes the linear prolongation operator. Since the constraint basis $Z^{\ell}$ is orthogonal, the computation simplifies to $w_{0}^{\ell}:=Z^{\ell^{\top}} P_{\ell-1}^{\ell} Z^{\ell-1} w_{\mathrm{opt}}^{\ell-1}$.

When designing a multilevel strategy we require set the number of levels. Unfortunately, setting the number of levels is non-trivial. In general, similar
to other problems, one requires that the coarsest level actually represents the problem [30].

## 4 Results

### 4.1 Artificial 2D data

We use the hand data shown in Fig. 4. In this example, a synthetic transformation $y_{\text {true }}$ has been specified and the reference is a transformed copy of the template image $\mathcal{R}=\mathcal{T}\left[y_{\text {true }}\right]$; see Fig. 4. This construction allows a comparison with a ground truth. Here, 47 manually detected landmarks $\tilde{t}_{j}$ haven been chosen in the template image. Using a numerical approximation to the inverse of the transformation, the landmarks in for the reference are defined by $r_{j} \approx y_{\text {true }}^{-1}\left(\tilde{t}_{j}\right)$ and corresponding landmarks in the template image are defined by $t_{j}:=y_{\text {true }}\left(r_{j}\right)$. Note that since $y_{\text {true }}$ is explicitly known, there are no errors in the landmark pairing. The original data is 128 -by- 128 and the level ranges from $\ell_{\min }=3$ to $\ell_{\max }=7$.

Fig. 3.a shows the coarse grid representation of the data. Here, many landmarks can be found in some particular cells. The problem is over-constrained and the 47 -by- 64 matrix $C^{\ell_{\text {min }}}$ is rank deficient (the rank being 27 ). The non-zero pattern of this matrix is shown in Fig. 3.b.


Fig. 3. Coarse grid representation of data with 47 landmarks (circles), $\ell_{\text {min }}=3$ (left); non-zero pattern of the matrix $C^{\ell_{\text {min }}}$ (right).

Fig. 4 shows the original data (a,b,c) and the results based on the thin-plate-spline solution $y_{\text {TPS }}(\mathrm{d}, \mathrm{g})$, an unconstrained solution $y_{\text {un }}(\mathrm{e}, \mathrm{h})$, and the constrained solution $y_{\text {con }}(\mathrm{f}, \mathrm{i})$. The distance measure and landmark error are given by

$$
\begin{aligned}
\operatorname{err}(Y) & :=100 D(Y) / D(X)[\%], \quad D(Y)=|T(Y)-R|^{2} \\
\operatorname{LM}(Y) & :=\left|\left(I_{d} \otimes C\right) Y-t\right|_{\text {Frobenius }}
\end{aligned}
$$

All three registration approaches (TPS, unconstrained, constrained) perform well for this example. The TPS approach gives perfect results for the landmarks


Fig. 4. Original template image with landmarks (crosses) and visualization of an artificial transformation $y_{\text {true }}$ (top left); reference (top middle) is a transformed template $\mathcal{R}(x)=\mathcal{T}\left(y_{\text {true }}(x)\right)$, with visualization of transformed landmarks and initial grid; initial difference $|\mathcal{T}-\mathcal{R}|$ (top right); transformed template $\mathcal{T}[y]$ based on thin-plate spline solution $y_{\text {TPS }}$ (center left), unconstrained solution $y_{\text {un }}$ (center middle), and constrained solution $y_{\text {con }}$ (center right); differences $|\mathcal{T}[y]-\mathcal{R}|$ for $y=y_{\text {TPS }}$ (bottom left), $y=y_{\text {un }}$ (bottom middle), and $y=y_{\text {con }}$ (bottom right).
but a large difference for the trapezoid. The unconstrained approach results a very small difference but the landmark error is relatively large. Finally, the constrained approach performs perfect on the landmark and results the smallest difference. The later is due to the fact that the stopping criteria is relative to the initial guess, which is results a smaller distance in the constrained approach.

### 4.2 3D example

For our 3D experiment we use real data from CT and 3D power Doppler ultrasound (US) of a human liver. The goal of this application is the alignment of vessels that have been segmented from the original data. Consequently, we have binary images allowing for a direct comparison by the SSD distance measure. The size of the data in our experiment is $171 \times 165 \times 186$ voxels. Additionally, we have 11 corresponding landmarks that were manually picked by an expert; see Fig. 5 (a,b). For the registration we used four levels starting from $22 \times 21 \times 24$ and ranging to the original resolution with $171 \times 165 \times 186$ voxels. Results for a plain landmark based registration by using only the thin-plate-spline solution $y_{\text {TPS }}$ and the constrained solution $y_{\text {con }}=y_{\text {TPS }}+u$ are shown in Fig. 5(c,d). As it turns out, the landmark solution provides a reasonable alignment but is far from being perfect. On the other hand, using the constrained approach improved the quality of the results considerably and leads to an almost perfect alignment of large parts of the vessel system.

## 5 Conclusions

The paper presents a variational framework for the landmark constrained registration problem and a discretize-then-optimize approach for computing a numerical solution. A difficulty for the multi-level discretization is that the number of constraints is constant while the number of degrees of freedom varies. In particular for a coarse discretization, inconsistent constrains are to be expected.

This paper provides a technique to overcome this problem by mixing landmark and update components, which results in compatible constraints. Moreover, it is shown how to efficiently compute a stable, orthogonal, and sparse basis for the constraint manifold and thus enabling a reduced space optimization avoiding saddle point problems.
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