Architecture and Evaluation of and Unplanned 802.11b Mesh Network
This paper evaluates the ability of unplanned wireless mesh architecture to provide high performance internet access. Idea is to achieve usable performance with little deployment planning or operational management. A Roofnet mesh network consisting of 37 nodes was used for the case study. Architecture of this network consists of following design decisions: Unconstrained node placement, Omni-directional antennas, Multi-hop routing, Optimization of routing for throughput in a slowly changing networks.

Each of the nodes has self configuring software. Roofnet’s uses a routing protocol called Srcr, which maintains a partial database of link metrics between other pairs of nodes and uses Dijkstra’s algorithm to find routes. Nodes learn fresh link metrics using combination of link-state and DSR-style on demand querying. Srcr chooses routes with lowest ‘estimated transmission time’ (ETT) metric, since that route is likely to be able to deliver the most packets per unit time. ETT uses broadcast probes to predict transmission time. It is less accurate than WCETT but has lower overhead. Roofnet uses SampleRate algorithm to choose transmit bit-rates. This algorithm adjusts the bit-rate as it sends data packets over a link.

The end-to-end performance of Roofnet has been measured over factors such as Basic Performance, Link Quality & Distance, Effect of Density, Mesh Robustness, Architectural alternativeness and Inter-hop interference. Over all pairs, network throughput averages 627 kbps, and round-trip latency averages 39 milliseconds. Srcr makes use of the large number of links afforded by Omni-directional antennas. Srcr largely ignores low throughput large distance links and uses a relatively small number of shorter links that run at two or more megabits/second. And in most cases it achieves better performance even with multiple hops. The mesh is robust in the sense that no small set of links contributes disproportionately to overall throughput.
Entire network is served by just a few Internet gateways whose position is determined by convenience. Compared to a hypothetical single-hop network, Roofnet’s multi-hop mesh increases both connectivity and throughput. Ease of deployment and maintenance of this methodology are important positives to consider. The fact that paper evaluates a deployed mesh network with active users provides us with better insight on performance measures.

Even though Roofnet uses large number of nodes for routing, removal of 2 best nodes reduces throughput by 43%. It suggests overall performance is concentrated on just a few nodes in the network which is a bottleneck. The multi-hop dataset doesn’t measure multiple TCP connections. In such cases, performance of multi-hop using single radios will be significantly reduced. We will have to use multiple radios.  Also since all the radios operate in the same channel, there is most possibility of interference in this setup. We could evaluate the use of multi-channel. 

A measurement Study of Vehicular Internet Access Using In Situ Wi-Fi Networks
The authors evaluate the performance of an unplanned wireless network in which users ‘open up’ their Wi-Fi access points in a controlled manner to mobile clients (cars in this case study). Nine distinct cars, each outfitted with a mobile embedded computer, collect data about Wi-Fi networks during the course of their owners’ normal driving in Boston metropolitan area. It presents details such as upload bandwidth, connectivity duration, variation of performance w.r.t vehicular speeds etc. 





Experimental Results
	Connection Results
	Packet Losses & Data Transfers

	Wi-Fi Association and IP Address Acquisition

Mean scan time – 750ms

Mean association time – 560ms

Time to get IP (DHCP)  – 1.83 sec

To get IP using caching – 346ms

      Cache hit – 20%
	Wi-Fi Packet Loss Rates

Packet Delivery rate – 78%

Loss rate @ beginning – 10%

Lost rate @ end – 80%



	Connectivity Duration

Number of associations uniform for variation of speed ( 0 to 60kmph)
	TCP Throughput

Minimum time before transfer – 5s

Transfer rate (Upload) – 30kb/s

Mean total transfer – 216kb

Connection duration – 24sec

	Periods without Connectivity

Mean time – 260ms
	

	AP Coverage

More than 2 – 65% time
	


Link-layer and end-to-end connectivity properties are analyzed. It is observed from connectivity measures that APs appear in clusters and are not uniformly distributed. It also identifies the factors affecting data transfer performance, investigating both link-layer packet loss rates and end-to-end TCP throughput. It becomes clear that urban vehicular speeds do not prelude Wi-Fi use. Paper concludes Wi-Fi networks are viable for a variety of vehicular applications, particularly ones that can tolerate some intermittent connectivity including mobile sensor networks with cars, e-mail, messaging applications, Web access using pre-fetching and caching etc.
Authors do acknowledge the fact that there are lot of business, legal, and policy issues to be ironed out before this becomes a reality and focus only on technical issues. Significant contribution of this method is use of unplanned network for the experiment when all related work is based on planned environments. It addresses practical issues such as file system corruption and DB recovery.
More than 66% of the time we are able to get connected to multiple access points, we could have multiple simultaneous processes running scan/association steps in Scanping so as to reduce the duration required for getting an IP. During the experiment, data transfer was initiated as soon as connection was established. But it might happen in real scenario where HTTP is used even a few seconds of delay be able to further limit the connectivity duration. 
