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ABSTRACT. Several results from classical computability theory (computability over discrete
structures such as the natural numbers and strings over finite alphabets, due to Turing,
Church, Kleene and others) have been shown to hold for generalisations of computability
theory over total abstract algebras, using a computation model of a high level imperative
( While) language.

We present a number of results relating to computation on topological partial algebras
using an abstract model of computation, While, based on high level imperative languages.
We investigate the validity of several results from the classical theory in the context of
topological algebras on the reals: closure of semicomputable sets under finite union, the
equivalence of semicomputable and projectively (semi)computable sets, and Post’s Theorem.

This research has significance in the field of scientific computation, which is underpinned
by computability on the real numbers. By the Continuity Principle, computability of func-
tions implies their continuity. Since equality, order, and other total boolean-valued functions
on the reals are clearly discontinuous, we resolve this incompatibility by redefining such func-
tions to be partial, leading us to consider topological partial algebras.

1. INTRODUCTION

1.1. Generalising computability theory.

In classical computability theory, many formalisms have been presented and been proven to
be equivalent, including the formalism of Turing machines, A- calculus, and the p-recursive
functions, presented by Alan Turing [Tur36], Alonzo Church [Chu36] and Stephen C. Kleene
[Kle36] during the 1930’s. These all capture the informal notion of computation by a finite,
deterministic algorithm on N or on X* (the set of strings from a finite alphabet X).

We investigate generalisations of the classical computability theory to other abstract struc-
tures, especially the domain of real numbers R. An important reason for this is that scientific
computation is done largely on the reals.
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An important difference between R and N is that real numbers can in general only be
constructed or described as infinite objects; for instance, as infinite sequences of rational
numbers. Thus when working with R, at least with concrete computation models (described
below), we must work with the idea of finite approximations. Further, the topology of the
reals gives us the concept of “nearness”, and hence closeness of approximations. Hence the
topology of the reals is a crucial concept in computation over the reals.

A model of computation is a mathematical model of some general method (algorithm) for
computing functions, or deciding membership of a set. We distinguish two main kinds of
such models: abstract and concrete [TZ04, XFZ15].

In abstract models of computation, the data are taken as primitive, so that the programs
and algorithms do not depend on representations. Examples of abstract models are high
level imperative programming languages, flow charts and register machines over any algebra
[TZ00, dB80, AO91].

In concrete models, data are given by representations, and so the programs and algorithms
depend crucially on the choice of representation, e.g. the representation of reals by (indices
of) effective Cauchy sequences of rationals [SHT99, Wei00].

An important part of our work in this paper is to consider whether certain well-known
results from classical computability theory still hold in the generalised theory, e.g. the closure
of semicomputable sets under union. In addition, we investigate the properties of semicom-
putable subsets of the real plane, e.g. the equivalence or inequivalence with respect to some
notion of semicomputability for variations of a high-level imperative language for topological
algebras over the reals.

1.2. Related work.

There is a rich history of work in generalised computability theory, with many models
having been proposed. Good overviews of several of them are provided in [Wei00, TZ00].

We will focus in this paper on models based on the simple imperative language While,
which have been investigated thoroughly by the second author [TZ00, TZ15]. In [Fu07, Ful4],
an extension of the While model (with non-determinism and approzimability) was shown to
be equivalent to several other models of computation over the reals, including Grzegorczyk-
Lacombe (GL) computability [Grz55, Grz57, Lachb, PER89] and tracking computability
[SHT99, SHT03, TZ04, TZ05], under some reasonable assumptions.

1.3. Overview.

In Section 2 we review many-sorted algebras, relations and projections, topological partial
algebras (in particular the algebra R on R with the ring structure of the reals), and the
abstract models While, While®R and While over R, as well as “starred” versions of
those languages (i.e. with arrays).

In Section 3 we give definitions and lemmas for the While(R) language, in preparation
for a Structure Theorem for While(R) in Section 4. Using that Structure Theorem, we
prove that the class of While(R) semicomputable sets is not closed under union.
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In Section 5 we present results regarding the (in)equivalence of models of computation on
‘R based on the While language.

In Section 6 we summarise our conclusions, and give some ideas for future work.

In Appendix A we consider an adaptation of our (in)equivalence results to the 1-dimensional
case over R.

In Appendix B we outline a proof of the equivalence of While(R) with its starred version.

In Appendix C we check that another result from the classical theory, Post’s Theorem,
also holds in the case of R.

1.4. Previous work.

This paper developed out of the first author’s Master’s thesis. It serves as an extension of
the work contained in [XFZ15].

Specifically, the structure theorems presented there for 1-dimensional computation were
previously extended to 2-dimensional computation in [Ful4d], with an incomplete structure
theorem for While; we now present a complete version.

Additionally, in [XFZ15] it was shown that the model While3N is computationally equiv-
alent to its projective version; we extend this result by showing the (in)equivalence of various
models and their projective versions.

2. SIGNATURES; ALGEBRAS; THE While LANGUAGE

We will study the computation of functions and relations by high level imperative pro-
gramming languages based on the ‘while’ construct, applied to a many-sorted signature Y.
We give semantics for this language relative to a topological partial 3'-algebra, and define
the notions of computability, semicomputability and projective semicomputability for this
language. Much of the material is taken from [TZ00, TZ15].

We begin by reviewing basic concepts of many-sorted signatures and algebras. Next we
define the syntax and semantics of the abstract computation model While. Then we present
several extensions to this language.

2.1. Basic algebraic definitions.

A many-sorted signature X is a pair (Sort(X), Func (X)), where Sort(X) is a finite
set of basic types or sorts sq,..., and Func (X) is a finite set of basic function symbols,
F:s1 X ..X 8, — s, (m > 0) (the case m = 0 gives a constant symbol; we then write
F: —s).

A product type of X has the form s; X --- X s,,, where m > 0 and sq,...,s,, are X-sorts.
We write u, v, ... for product types. A function type has the form u — s, where u is a product
type, or simply — s (for constant functions).
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For a signature X, a X-algebra A has, for each X-sort s, a non-empty set A, called the
carrier of sort s, and for each function symbol F: s; X ... X s,, — s, a function F4: A, x
X A, — ALY

We write X(A) for the signature of an algebra A.

An algebra A is said to be total if F4 is total for all F € Func (X); otherwise, it is partial.

Example 2.1. The signature and (total) algebra of the booleans are as follows:

signature  X(B) algebra B

sorts bool carrier B

functions t,f: — bool functions tB f%: — B
or, and: bool*> — bool or®,and®: B> > B
not: bool — bool not®: B — B
if-then-else: bool®> — bool if-then-else®: B®* — B

The (total) algebra of the naturals is as follows:

algebra N

import B

carriers N

functions ON: — N
such: N+ N
eqV, lessM: N2 — B
if-then-else™: B x N> — N

where the carrier sets B and N, the functions and constants t f s and , or—, not s ON, S s
) )
€q and |essN have their usual meanings.

We will use the infix notations V and A in place of ‘or’ and ‘and’ and also write ‘=’ in
place of not, and drop the superscripts ‘B’ and ‘N’ where unambiguous.

Definition 2.2 (Standard signatures and algebras). A signature is called standard if
it includes the sorts and functions of X'(B).

Correspondingly, an algebra is called standard if it is an expansion of B (i.e. it contains
the carrier B with the standard boolean operators) and additionally, any equality operators,
for sorts on which they are defined, are (partial) identities on these sorts.

Definition 2.3 (N-standard signatures and algebras). A signature is called N-standard

if, in addition to being standard, it includes the sorts and functions of X(N).
Correspondingly, an algebra is called N-standard if, in addition to being standard, it is an

expansion of A/ (i.e. it contains the carrier N with the standard arithmetic operators).

lWe use — in place of — to signify that a function is partial.
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Remark 2.4. All signatures and algebras in this paper will be assumed to be N-standard
(and hence also standard). So X refers to any N-standard signature and A to any N-standard
algebra.

2.2. Relations and projections.

Notation 2.5. For a Y-product type u = s1 X ... X s,,,, We write
Ay =ar Asy X o X Ay

A relation R on A of type u (written R: u) is a subset of A,.
The complement of a relation R: w is the relation

Re=A\R={a€cA,|a ¢ R}

Definition 2.6 (Projection). Let R be a relation of type u = s; X ... X s, where m > 0.
Let i = iq,...,%, be a list of numbers such that 1 <i; < ... <17, <m, and let j = j1, ..., Jm_r
be the list {1,...,m}\i. Then the projection of R off i is the relation S: s; X ... X s, ,
where YV, 55, ..., %5, 0 S,

S(xjy, ey, ) = Iyt Sip, e it Sip, R(T1, 0, @)

2.3. Topological partial algebras.
Recall the definition of continuity of partial functions:

Definition 2.7 (Continuity). Given two topological spaces X and Y, a partial function
f: X =Y is continuous iff the preimage under f of any open subset of Y is open in X, or
equivalently
(1) dom(f) is open, and
(2) for every open V. C Y, f7HV] =4 {x € X | z € dom(f) and f(z) € V} is open (in
X).

Definition 2.8 (Topological partial algebra). A topological partial algebra is a partial -
algebra with topologies on the carriers such that each of the basic X-functions is continuous.
The carriers B and N have the discrete topology.

Discussion 2.9 (Continuity of computable functions). The significance of the continu-
ity of the basic functions of a topological algebra A is that it implies continuity of all While
computable function on A [TZ99, TZ00].

This is in accordance with the Continuity Principle, which can be expressed as

computability — continuity
This principle is a classical design decision for models of computation over the reals; see for
example [PER89, Wei00, TZ99].

One motivation for this design decision is Hadamard’s principle [Had52], which, as re-
formulated by Courant and Hilbert [CH53, Had64], states that for a scientific problem to be
well posed, the solution must (apart from existing and being unique) depend continuously
on the data.
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2.4. The algebra R of reals.
In the following sections, we work mostly with the following topological algebra?:

algebra R

import BN

carriers R

functions OR 1R: — R
negh: R - R
plust, times®: R? - R
eqR less®: R2 ~ B
if-then-else®: B x R? —» R
cand, cor: B> — B

where the functions and constants O, 1R, plus® and times® have their usual definitions, the
function eqR and less® are defined as in Remark 2.11 below and the “conditional” boolean
operators cand and cor can defined using if-then-else® as in Discussion 2.12.

We will often write —, + and * in place of ‘negR’, ‘plus®’ and ‘times®’, = and < in place

N>

)

of ‘eq®’ and ‘less®’ (and ‘eqV’ and ‘lessN’), A and V in place of cand and cor, and drop the
superscripts R, -B and -N where unambiguous.
The signature X(R) can be inferred from the above, with real as the sort of R.

Notation 2.10. We write 1 to denote “undefinedness”. We use the symbol ‘~" to denote
“Kleene equality”, where the two sides are either both defined and equal, or both undefined
[Kleb2, §63].

Remark 2.11 (Equality on the reals). R is a partial algebra, with the basic boolean-
valued partial functions eqR and less®, which for z,y € R are defined as:

ff o/w
and
t ifz<y
less®(z,y) ~{F ifx >y
T o/w.

Note that by contrast, the basic functions eqN and lessM on N are total.

’In [FZ15] “R’ was used for the algebra of reals which also included the multiplicative inverse operation on the reals.
“Ro’ referred to the algebra without the multiplicative inverse.
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Discussion 2.12 (Conditional boolean operators). For by, by € B, the semantics of the

“conditional” operators A and V of R can be defined by:

by A by =~ if b; then by else ff
and

bV by ~ if by then t else by

i.e., the operators A and V are “evaluated from the left”.

By contrast, the semantics of operators A and V are taken to be “strict”, i.e. by A by is
undefined whenever either b; or by is (and similarly for V).

While it is not strictly necessary to include the conditional operators, they seem a natural
inclusion when dealing with partial functions.

Note that we will discuss the semantics of the infinite conditional disjunction in Discussion
3.3.

Discussion 2.13 (Motivation for use of partial functions). We present two approaches
motivating the above partial functions. The first is a discussion of the continuity of com-
parison operators on R. The second is a Gedankenexperiment involving concrete models of
computation.

(1) The total versions of the comparison operators eq® and less® on R are not continuous.
(By contrast any boolean-valued operator on N is trivially continuous, because N has the
discrete topology). Continuity of these operators is important because of the Continuity
Principle and our definition of topological partial algebras (Definition 2.8 and Discussion
2.9), which requires all basic operators to be continuous.

(2) Consider now the task of determining whether, in some concrete model, two representa-
tions denote the same real number or not. As an example, let us use, as representations
of these real numbers, effective Cauchy sequences of rationals (rg,ry, rs,...). We assume
for our convenience® that the sequences are “fast”, i.e.,

Vn,Ym >mn, |r, —rp| <27

Now suppose given two reals x and y with such representations (rg, 1,72, ...) and (sg, $1, S2, ...
respectively. Suppose also that for n = 0,1,2,3,... the inputs r, and s, are observed
(from some device) at n time units. Then the first real is less than the second iff for
some n, r, +2-27" < s,, and this can be determined in a finite amount of time. Corre-
spondingly, the two reals are equal iff for all n, |r, — s,| < 2-27", but this cannot be
determined in a finite amount of time. So from this example it is natural for comparison
operators on reals x and y to diverge in cases when x = y.

3When using effective Cauchy sequences as a representation, we assume given a computable modulus of
convergence; given this, we can (by effectively taking subsequences) easily restrict our attention to sequences
which are fast.
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Remark 2.14. Throughout this paper we focus on functions on R The well-established
methods of proof for R do not generally “lift” to R? (see e.g. Appendix A), but the methods
we will use for R? easily “lift” to R™ for n > 2.

2.5. The algebra R*.

The algebra R* is formed from R by adding the carriers R*, N* and B* (of sorts real*,
nat* and bool* respectively) consisting of all finite sequences or arrays of reals, naturals
and booleans (respectively), together with certain standard constants and operations for the
empty array, updating of arrays, etc.

The significance of arrays for computation is that they provide finite but unbounded
memory. Note that despite the convenience of the starred sorts, R* is computationally
equivalent to R (a proof of this fact is outlined in Appendix B). As such, we omit the
precise definition of R*, which can be found in [TZ00, TZ15].

2.6. Syntax of terms and the While programming language.

As has been mentioned, we will study the abstract models of high level imperative pro-
gramming languages based on the ‘ while’ construct. We begin with the syntax.

Note that ‘=" denotes syntactic identity between two expressions.

e Y -variables: For each Y-sort s, there are variables x°,y®, ... of sort s. Vars(Y) is
the set of variables of sort s, and Var(Y) is the set of all X-variables.
o Y-terms: Tm(XY) is the set of X-terms: t,... and T'm(X) is the set of Y-terms of
sort s: t%)... . We define this using a modified BNF:
t° =% | F(t, ..., t0m)
where F'is a Y-function symbol of type s; X ... X s, — s (m > 0).
o Statements: Stmt(Y) is the set of X-statements S, ... generated by:

S =skip |x:=1]51;Sy | if bthen S else S5 fi | while b do S od
where x := t denotes simultaneous assignment, i.e., for some m > 0, x = (X1, ..., Xy)
and t = (t4,...,t,,) are variable and term tuples of the same product type, with the
condition that x; # x; for i # j; and b is a X-boolean®,
e Procedures: Proc(Y) is the set of X-procedures P, ... of the form:
P = proc D begin S end
where the statement S is the body and D is a variable declaration of the form
D=ina:uoutb:vauxc:w

where a, b and c are tuples of input, output and auxiliary variables respectively. We
stipulate further:

(i) a, b and c each consist of distinct variables, and they are pairwise disjoint,

(ii) every variable occurring in the body S must be declared in D (among a, b or c).
If a: v and b: v, then P has type u — v, written P: u — v.

4That is, a Z-term of sort bool.
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2.7. Semantics of terms and the While language.

We now give the semantics of terms, statements and procedures. To begin, we need to
define the notions of state and wvariant a of state.

A state over A is a family (o, | s € Sort(X)) of functions o,: Vary(X) — A;. State(A)
is the set of states over A, with elements o, ... .

We write o(x) for o4(x) when x € Vary(X). We also write, for tuples x = (%1, ..., %) u,
o[x] in place of (o(x1), ..., 0(xm))-

Let o be a state over A, and for some X-product type u, let x = (xy,...,%,): v and
a = (ay,...,a,) € A, (for n > 1). We define the variant o{x/a} to be the state over A
formed from o by replacing its value at x; by a; for i = 1,...,n. That is, for all variables y:

o{x/a}(y) = {U(Y) ifyZx;,fori=1,...n

a; ify =x;
We can now define the semantics of terms, statements and procedures:
e Y -terms: The meaning of a >-term t is given by the function
[t]*: State(A) — A,

where [t]4c is the value of ¢ in A at state o.
The definition of [t]4o is by structural induction on X-terms ¢:

— [x]40 = o(x)
_ Ag ~ F([ti]%0, ..., [tm]?o) if [t:]%c | foralli=1,...,m
[E(t1, ..., tm)] o ~ {T o/

o Statements: The meaning of a While statement S w.r.t. A, written [S]4, is a
partial state transformation on the algebra A:

[S]*: State(A) — State(A),

Its definition is standard [TZ99, TZ00| and lengthy, and so we omit it. Briefly, it
is based on defining the computation sequence of S starting in a state o, or rather
the nth component of this sequence, by a primary induction on n, and a secondary
induction on the size of S.
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e Procedures: The meaning of a While procedure
P = procina: uoutb:vaux c: w begin S end,

of type u — v, written [P]4: A, — A”, is defined as follows®. For a € A,, let o be
any state on A such that o[a] = a. Then®

Alg) ~ o'lb] if [S]4o | o
7] ()_{T if [S]40 1.

2.8. While computability and semicomputability.

A function f: A, — A, is said to be computable (on A) by a While procedure P: u — s
if f= P4,

While(A) is the class of functions While computable on A.

The halting set of a procedure P: u — v on A is the set

Halt"(P) =4 {a € A, | PA(a) |}.

A set R C A, is While semicomputable on A if it is the halting set on A of some While
procedure.

2.9. Extending While to While®? and WhileN.

In preparation for the theorems in Sections 4 and 5, we give the semantics of strong
disjunction and strong existential quantification to introduce the While®R and While N
extensions to the While language.

The motivation for these extensions is that with our model of While computation on
R, the partial operations leave us unable to implement interleaving or merging. The prob-
lem is that in the interleaving of two processes, one process may converge and the other
diverge locally (because of the partial operations). The resulting process will then diverge,
whereas we might want it to converge. Thus, as we will see in Section 4, the union of two
semicomputable sets is not necessarily semicomputable. Concrete models, which work with
representations of the reals instead of taking them as primitive, do not have this deficiency,
as local divergence is not an issue. The extensions While®R and While®N compensate for
this deficiency in While.

The While®R language is created from While by introducing the strong disjunction
operator ‘V’, where by Vby converges to t if either by or by do so, even if the other diverges.

SWe overload the symbols T, | and ~, discussed in Notation 2.10 where they deal with the definedness of
terms, for use with statements and procedures. Here instead of definedness they refer to the convergence or
divergence of computations.

6The definition can be shown to be independent of the exact choice of o (by the Functionality Lemma [TZ00, Lemma
3.4]).
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The WhiledN language is created from While by introducing a strong existential quan-
tification construct over the naturals in the context of an assignment:

xB:= 3n P(t,n)

where n: nat and P is a boolean-valued procedure. Its semantics are defined by

[3n P(t,n)]*o ~ {

t if P([t]*o, m) | t for some m
T o/w.

To simplify the exposition, we include the strong disjunction operator ‘V’ in the While?N
language.

If instead of strong existential quantification, we constructed While3N using existential
quantification “evaluated from the left”, this would (as can easily be shown) give a conser-
vative extension of Whale, in that any function implemented in it could be implemented in
While (assuming here we do not include the strong disjunction operator)”.

By means of these constructs, interleaving of processes may be simulated. The While®R
language allows for the interleaving of an arbitrary but finite number of processes, and the
WhileaN language for infinitely many processes.

3. SEMANTIC DISJOINTEDNESS; ENGELER’S LEMMA

We now present some important background relating to boolean terms. We begin by
introducing notation used throughout this section and section 4:

Notation 3.1.

e We will often write x to mean a u-tuple of variables; i.e. x = (x1,...,%xp): u.

e For a tuple of variables x = (x1, ..., %), m > 1, let Bool(R)(x) be the set of X(R)-
booleans containing variables in x only.

e Similarly define Bool(R°R)(x), where RO is the extension of the algebra R including
strong disjunction (V).

3.1. Engeler’s Lemma.

This is of vital importance in proving our Structure Theorem for While(R) semicom-
putable sets.

First we need the concepts of semantic disjointedness of a sequence of booleans.

Definition 3.2 (Semantic Disjointedness). A sequence (bg, by, bs, ...) of boolean terms is
semantically disjoint over A if for any state o over A and any n,

[b.]20 Lt = Vi#n,[b]%0 | F.

7cf. the two definitions of infinite disjunction given in Discussion 3.3.
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Discussion 3.3 (Semantics of infinite disjunction). Let (by) be a sequence of X-
booleans. There are (at least) two different reasonable semantic definitions for the infinite
disjunction

V b
k=0

for 3-valued logics (“reasonable” in the sense of having computational significance):

o0

C
nfinite conditional disjunction (“evaluation from the left”), written x, With two
1) Infinit ditional disjuncti “evaluation f the left” itt by, with t
k=0
possible results, t and 1:

=

This definition is easily seen to be While computable (in the sequence of codes "by, ).

tif 3k, [b]A0 Lt and Vi < k, [0 | F

T otherwise.

o0
(2) Infinite strong disjunction (“strong Kleene evaluation”), written \/ b, again with
k=0
two possible results, t and 1:

This definition is not (in general) While computable. If it were, While would be at
least as powerful as While™, which we will show is not the case (Theorems 4, 5).

t if 3k, [b]0 |t
1 otherwise. '

Remark 3.4. Note that if an effective sequence of booleans (by) is semantically disjoint over
A, then for any o,

[[;i wl'e = [V bl'o

i.e. [V be]?o can be “evaluated from the left”.
k=0

We will only consider infinite disjunction in the context of semantically disjoint sequences
of booleans, and so for our purposes the choice of semantic definition is irrelevant.

Lemma 3.5 (Engeler’s Lemma for While). Given a partial X-algebra A and a ¥-product
type u = 81 X ... X Sm, if a relation R C A, is While semicomputable over A then R can be
expressed as the infinite disjunction of a semantically disjoint effective sequence of X'-booleans
over A; i.e., for all x: A,

tER = ki'_?o[[bk]]a{x/x}

for some semantically disjoint effective sequence of booleans (by, b1, ...), where o is any state
and each by, has no free variables other than those in x: .
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Remark 3.6. Engeler’s Lemma can be proved by an analysis of the computation trees for
While programs [TZ00]. It was originally stated in [Eng68] without the semantic disjoint-
edness property; this property was subsequently noted in [XFZ15, §4].

3.2. Canonical form for Bool(R)(x).
In the proof of our Structure Theorem in §4 for While(R) semicomputable sets, we require
a canonical form for booleans containing real variables only.

Lemma 3.7 (Canonical form for Bool(R)(x)). For a tuple z of real variables, any term
in Bool(R)(z) is effectively semantically equivalent to a boolean combination of equations
and inequalities of the form:

p(x)=0 and q(x)>0

where p and q are polynomials in x of degree > 0.8

The proof is by structural induction on the booleans.
Note that the canonical form of booleans coincides with the notion of semi-algebraic set,
to which we now turn.

3.3. Basic and semi-algebraic sets.

We introduce the concepts of basic and semi-algebraic sets, which are fundamental to our
results. We consider these sets on R?, though they can clearly be generalised to R for any
n>1.

Definition 3.8 (Basic set). A basic set is a subset of R? that can be expressed in the form
{x eR*|pi(z) >0 A ... A pplx) >0} (k>0)

where pq, ..., pr are polynomials.

Remark 3.9. In this paper, polynomials are always taken as having rational [or, equivalently,
integer| coefficients.

Note that all basic sets are open®.

Definition 3.10 (Semi-algebraic set). A semi-algebraic set is a subset of R* that can be
expressed in the form

2

where each p; ; and ¢, ; is a polynomial.

{2 €R? | pia(x) >0 A o A pig(2) >0 A gia(z) =0 A oo A gy, (z) =0} (kiyl; > 0)
=1

Remark 3.11. The class of basic sets is closed under binary intersection.

8Note that this “canonical form” is not unique.
9We use “basic sets” to mean “basic open semialgebraic sets”



14 NOTIONS OF SEMICOMPUTABILITY IN TOPOLOGICAL ALGEBRAS OVER THE REALS

Remark 3.12. Given a polynomial p(x) on R?, there are disjoint basic sets BT, B~ and a
semi-algebraic set D, such that

ep>0on Bt
e p<(Oon B~
ep=0onD

and BFUB-UD = R?

3.4. Positive and negative sets.

Definition 3.13 (Positive, negative and divergent sets of booleans). Let x = (x1, X2).
For any b € Bool(R)(x), let:

PS(b) =4 {z € R* | bz] = t}

NS(b) =4 {7 € R* | b[z] = f}

DS(b) =4 {x € R* | blx] 1}.

These will be used in the proof of the Partition Lemma in the next section.

4. While(R) SEMICOMPUTABLE SETS: STRUCTURE THEOREM AND FAILURE OF
CLOSURE UNDER UNION

We present a Partition Lemma for booleans in Bool(R)(x), where x = (x1,x2), which we
then use to give a Structure Theorem for While(R) semicomputability over R?. By means
of this we will give an example of two While(R) semicomputable sets whose union is not
While(R) semicomputable.

Convention 4.1. For the remainder of this section, let x = (%1, x2).
4.1. Partition Lemma for booleans in Bool(R)(x).

Lemma 4.2 (Partition Lemma for booleans in Bool(R)(x)). Consider any boolean
b € Bool(R)(x). The positive and negative sets'® for b in R* can be expressed as:

PS(b) = LkJ B
NS(b) = Ll) By .

where B, B; are basic sets, and

BfNB;y =0 fori=1,...kandj=1,..,1
BZQB:g:@fOTZl 7&@2

B, (B, =0 for j # J»

10¢f. Definition 3.13. For our purpose, the form of the divergent set of b, D.S(b), is unimportant.
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Before giving the proof, we consider some examples of positive and negative sets in R?.

Examples 4.3 (Positive and negative sets in R?). These examples are of interest because
our counterexample to the closure of semicomputable sets under union will build on them.

Consider the polynomials p; = —x? —x3+1 and p, = —(x; —1)> —x3+1, and the booleans
by = py(x1,%x2) > 0 and by = py(x1,x2) > 0. Define:

By = PS(b) = {(21, 1) € R? | p, (21, 25) > 0}
By = PS(bg) = {(Il,xg) € R2 | pz(ﬁﬁl,u’@) > 0}

FIGURE 4.1. By = PS(b) and By = PS(by)
— 2

By and B, are basic sets, and can be easily seen to be While(R) semicomputable. They
are pictured in Figure 4.1.

FIGURE 4.2. PS(by V by) and PS(by V by)

The sets PS(b; Vv by) and PS(b; V bs), pictured in Figure 4.2, are also easily seen to be
While(R) semicomputable. These sets can be represented as the union of two and three
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disjoint basic sets respectively*!:

PS(b Vb)) = {(z,2) € R2| p,(z1, 1) > 0}
U {(21,22) € R? | py(21,2) > 0, pylm, 1) <0}

PS(b1Vby) = A{(m,m) € R? | pr(21, 22) > 0, py(z1,22) > 0}
U {(z1,2) € R? | py(21, ) >0, py(z1,22) < 0}
U {(21,22) € R? | py(a1, ) <O, pylm, z2) > 0}

Proof of the Partition Lemma. This is by structural induction on R-booleans with vari-
ables in x = (x1, x2), which we assume are in canonical form.

e Base case: b = p(x) =0 or p(x) > 0. Immediate from Remark 3.12. In each case
there is a single basic set for each positive and negative set.
e Induction step: In what follows, suppose:

k1
PS(b) =By,
=1
51
NS(b) =By,
1=1
ko
PS(b) = | ) By,
j=1
la
NS(b) = By,
j=1

Now we consider the various cases based on the major operator of b:

i) b = —by. Just exchange the positive and negative sets of by; since a ree

i by. Just hange th iti d negati ts of by; si 11 th
properties hold for both, they still hold after switching.

Hpe proof of the Partition Lemma serves as an algorithm for constructing such representations.
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(11) b= b1 V bg. Then let

k1 ko
Ps =JUBLn B)
i=1j=1
k1 2
PS, = JJBnBy)
i=1j=1
1 ko
PSy=|JJBrnBy)
i=1j=1

Then:

Lol
NS@®) = JJBr N By)
i=1j=1

The sets PS;, PSy and PSj3 are disjoint, because for any ¢ and j, Bf; N By = 0
and Bj; N By; = ). Further, the sets Bf; N By, (a,b € {+, —}) are all mutually
disjoint, because B,; N By, = 0 for iy # iy and n € {1,2}, and B,; N B,;, =0
for j; # j» and n € {1,2}. So PS(b) and NS(b) are finite unions of disjoint
basic sets (by Remark 3.11).

(iii) b = by A by. Then

k1 ko

PS() = J|JB5n By)
Z:;l]:; k1 2 l1 ko
NS(b) = (U U(Bz- N By;)) U (U U(Blt- N By;)) U (U U(Bﬂ- N By;))

Similar to case (ii).
(iv) b=by V/ by. Then

k1 1 ke
Ps) =B u ((JJ(BLnBY))
i=1 i=1j=1
1 o
NS@®) = JJBr N By)
i=1j=1

Again, similar to case (ii).
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(v) b= by A by. Then

k1 ko

Ps() =B, n By))
NS(b) = U B;, U (U U(Bf; N By;))

Again, similar to (ii).

O

Remark 4.4. The Partition Lemma for booleans in Bool(R)(x) does not hold for booleans
in Bool(R°F)(x) because, given any two booleans by, by € Bool(R°%)(x), the positive set of
b1 Vby cannot necessarily be reduced to a disjoint union of basic sets, as we will see in §4.3.

4.2. Structure Theorem for While(R) semicomputability.

Theorem 1 (Structure Theorem for While(R)). For subsets of R?,

While(R) s/comp <= union of disjoint eff. seq. of basic sets.

Proof. For the ‘==’ direction: If R C R? is While(R) semicomputable, then by Engeler’s
Lemma (Lemma 3.5), for all # € R?,

r€ R <= \/ b7
k=0

for some semantically disjoint effective sequence (by) of Y-booleans in Bool(R)(x).'? By
the Partition Lemma, each by defines a finite union of disjoint basic sets. Also since (by) is
semantically disjoint, the positive sets for different b,’s are disjoint.

Hence (by) is a disjoint effective sequence of basic sets as desired.

12Recall Remark 3.4.
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For the ‘<=’ direction: Given an effective encoding of basic sets (we write "B™ for the
code of B), there is a While(R) computable function

in: nat x real> — bool
such that for any basic set B,

t if (x1,22) € B
in("B,xy,30) =< if (z1,20) € B
T o/w,i.e. (x1,22) is on the boundary of B.

where B is the closure of B.

This is clear from the definition of basic sets.

Then the disjoint effective sequence (B;) of basic sets gives us a total recursive function
f: N — N such that f(n) is the code of the nth basic set. Hence the countable union of (B;)
is the halting set of the While(R) procedure

proc
in xq, Xo : real;
aux i nat;
begin
i:=0;
while not(én(f(1),x1,%2))
doi:=i+1od
end

O

Remark 4.5. An incomplete version of our structure theorem for While(R) semicom-
putability was given in [Ful4, §4.6]; for subsets of R”:
While(R) s/comp = union of disjoint eff. seq. of finite unions of basic sets
While(R) s/comp <= union of disjoint eff. seq. of basic sets

4.3. Failure of closure of While(R) semicomputable sets under union.
For total standard algebras, we have the following proposition [TZ00, §5.2], [TZ15, §6.1]:

Proposition 4.6 (Closure of While semicomputable sets under union for total
standard algebras). For any total standard algebra A, the class of While(A) semicom-
putable sets is closed under finite unions.

We now use the Structure Theorem for While(R) (Theorem 1) to give a counterexample
to the closure of semicomputable sets under finite union in our partial algebra on the reals.
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This follows simply from:

Example 4.7 (A union of two basic sets which is not basic). Consider the overlapping
basic sets (cf. Examples 4.3):

By = {(x1,22) | —SC? — Jrg +1 > 0},
By = {(z1,22) | —(z1 — 1) — 23 + 1 > 0}.

Their union is clearly semi-algebraic, but not basic.
This follows from a more general result [ABR96]: if the boundaries of two semi-algebraic

subsets of R? intersect transversally at some point, then their union is never basic!®.

Theorem 2 (Failure of closure of While(R) semicomputable sets under union).
The class of While(R) semicomputable sets on R? is not closed under finite unions.

FIGURE 4.3. B; U By = PS(b1Vb2)

Proof. Recall the sets By and By from Example 4.7. Consider By U By = PS(b;Vb,),
pictured in Figure 4.3. It is a union of two semicomputable sets (pictured in Figure 4.1).
If it is semicomputable, then by the Structure Theorem for While(R) it is a union of a
disjoint effective sequence of basic sets. However, since it is open and connected, it must in
fact be equal to a single basic set. This contradicts the conclusion of Example 4.7. 0

Note that with respect to While®R(R) and WhileN(R), the set PS(b;Vby) is trivially

semicomputable (cf. Remark 4.4).

5. CLASSES OF SUBSETS OF R SEMICOMPUTABLE SETS BY MODELS BASED ON THE
While LANGUAGE

In this section we consider the equivalence or inequivalence of the classes of While(R),
While®R(R) and While?™(R) semicomputable sets, as well as the projectively semicom-
putable sets for these languages.

IBWe thank Professor Brocker (Miinster) for pointing this out (personal communication).
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5.1. A set which is projectively While(R) semicomputable but not While(R)
semicomputable.

We will show, by means of an example, that the concept of projective While(R) semi-
computability is strictly broader than While(R) semicomputability on R,

FIGURE 5.1. Domain of fo(z1,zs,y).

Example 5.1. Consider the three-dimensional function fy: R* — B, where:
t ify>1 A 23+23<1
fo(zr,z0,y) = ¢t ify<—1 A (21 —1)2+23<1
T o/w
the domain of which is pictured in Figure 5.1.
The domain of fj is easily seen to be While(R) semicomputable, and so its projection
off the third argument:
{(z1,29) | Y EeR, (y>1 A 2i+a5< 1)V (y<—1 A (21 —-1)2+23<1)}
is projectively While(R) semicomputable.
We have met this set previously in Figure 4.3, and we have seen that it is not While(R)
semicomputable (in the proof of Theorem 2), as it is not a union of disjoint basic sets.
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From this example, we have:

Theorem 3. For subsets of R?,
While(R) s/comp z proj- While(R) s/comp

5.2. Inequivalence of While(R), While®%(R) and While3N(R) semicomputability.

In [Ful4, §4.6], structure theorems for While®R(R) and While3N(R) semicomputability
over R? were given. Along with the structure theorem for While(R) given in §4.2, this gives
us the following;:

Semicomputability Structure Theorems for R?. For subsets of R?,
While(R) s/comp <= wunion of disj. eff. seq. of basic sets
While®R(R) s/comp <= union of disj. eff. seq. of finite unions of basic sets
While(R) s/comp <= union of eff. seq. of basic sets.

The above three structure theorems will be used (in Theorems 4 and 5 below) to show
the inequivalence between While(R), While®R(R) and WhiledN(R) semicomputability
on R?. This will be done by providing two examples: a subset of R* which is While®R(R)
but not While(R) semicomputable, and one which is WhileN(R) but not While®}(R)
semicomputable.

For the first example, we return to our working example, By U By, pictured in Figure 4.3.
As discussed, this set is not While(R) semicomputable. However, from its definition and

from the While®R(R) structure theorem, it is clearly While®R(R) semicomputable. So we
have:

Theorem 4. For subsets of R?,

While(R) s/comp . While®R(R) s/comp

For the second example, consider a sequence of polynomials
p=(x1—20)2+x5<1
and booleans
b = p;(x1,%2) >0
(1=0,1,2,...). Let
B; = PS(b;) = {(m, 1) € R?* | p,(m1, 1) > 0}.
and let
(5.2) B = UBi = {(z1, 12) | p;(21,22) > 0 for some i =0,1,2,...}.

B is partially pictured in Figure 5.2, for —1 < z; < 4.
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FIGURE 5.2. g(x1,x2).

(B;) is an effective sequence of basic sets, and so their union B is While?N(R) semicom-
putable, by the WhileN(R) structure theorem.

Now consider whether B is While®R(R) semicomputable. By the While®R(R) structure
theorem, that would mean B is a union of a disjoint sequence of finite unions of basic sets. On
the other hand, because B is connected, it must be a (single) finite union of basic sets, and
(hence) a single semi-algebraic set. But that cannot be the case, for in (5.2), by substituting
0.9 for xo, we get the 1-dimensional “slice” of B:

{z € R| p;(2,0.9) > 0 for some i =0,1,2, ...} }.

If B were semi-algebraic, then this set would also be semi-algebraic. However, this set
is a union of infinitely many disjoint intervals (the intervals on which the horizontal line at
%o = 0.9 intersects the “tops” of the discs), and therefore cannot be semi-algebraic, since a
semi-algebraic subset of R can have at most finitely many components.

So B is not semi-algebraic, and therefore not While®R(R) semicomputable. Hence we
have:

Theorem 5. For subsets of R?,
While®R(R) s/comp — WhileIN(R) s/comp.

P
O
5.3. Equivalence of projective While(R) and While?"(R) semicomputability.
The following was proved in [XFZ15, §5.6].
Lemma 5.3. For subsets of R?,
proj- While3(R) s/comp <= While?(R) s/comp.
U

Essentially, this involves replacing a projection onto a real plane, i.e. existential quantifica-
tion over R, by existential quantification over a countable dense subset Q C R, by continuity
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considerations, and (hence, by coding rationals as naturals) by existential quantification over
N.

We want to show further:

Lemma 5.4. For subsets of R?,
proj- While(R) s/comp <= While3N(R) s/comp.

Proof. The ‘=" direction is obvious.

For the ‘<=’ direction: Consider any While?N(R) semicomputable set in R?. This is the
halting set of some While3\ program P over R

We will construct a While(R) program Py over R?® such that the projection of the halting
set of Py off R is equal to the halting set of P.

We construct P, from P by replacing each statement of the form:

x®:= 3n Q(t,n)
by the two statements:

xB := Q(t, item[floor(2), i]);
i=i+1

where z: real is the new argument for Fy, i : nat is a new auxiliary variable which is initialized
to 0 at the start of the program, item is a function for fetching the ith item from a list of
naturals encoded as a single natural, and floor: R — N is defined as

floor(z) ~

b

the greatest n € Ns.t. n <z if z € R\N
o/w

which is easily seens to be While(R) semicomputable.

Then suppose that for some input values z;, 1, € RZ, P(z1, 1) halts. Then since P
halted in finitely many steps, there exists a finite list of natural numbers ¢4, ..., 4, which are
existentially quantified corresponding to the ‘x® := InQ(¢,n) nodes in the halting branch of
the computation tree for P.'4 This gives a list of naturals which may be encoded as a single
natural i. Then if i < z < i+ 1, Py(z1, 2, 2) halts™. So the set While?N(R) semicomputed
by P is also a projection {(z1,xs) | 3Py(x1,22,2)} of the While(R) semicomputable set
P. O

14Gee [TZ00, TZ15] for information about computation trees.
15Note that the order of the naturals used in the existential quantification steps may have no relation to the order of
the x® := In P(t, n) lines in the code, due to loops and branches.
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5.4. Classes of sets semicomputable by models based on the While language.
We now compare the classes of subsets of R? semicomputable by the While, While®R
and WhiledN languages, and their projective versions.
We begin by combining the results discussed in the previous subsection:

Theorem 6. For subsets of R?,
proj- While(R) s/comp <= proj- While®}(R) s/comp
<= proj- While™(R) s/comp
— While(R) s/comp
Proof. This follows from
proj- While(R) s/comp = proj- While®}(R) s/comp
— proj- While™(R) s/comp
— While™(R) s/comp by Lemma 5.3
= proj- While(R) s/comp. by Lemma 5.4.
U

We have thus established the existence of three distinct classes of subsets of R?, as shown
in the following diagram:

While(R) s/comp

h ﬂ% (Theorem 4)

While®R(R) s/comp

U \H; (Theorem 5)

WhileN(R) s/comp
proj- While(R) s/comp
ﬂ (Theorem 6)
proj- While®R(R) s/comp

|

proj- WhileN(R) s/comp
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We further have the equivalence of each model in the above diagram with its respective
starred version (as shown in Appendix B).

6. CONCLUSION AND FUTURE WORK

6.1. Conclusion.

In this paper, we investigated the possible generalisation of two results from classical
computability theory to the context of topological partial algebras on the reals: closure
of semicomputable sets under finite union, and the equivalence of semicomputable sets to
projectively (semi)computable sets. Both results were shown not to hold over R? (Theorems
2 and 3 respectively).

In the process we also developed a Structure Theorem for While(R) semicomputability
over R* (Theorem 1), and distinguished the classes of sets semicomputed by While(R),
While®R(R) and While3V(R) programs and their projective versions (again over R?) (§5.4).

In Appendix A, we give an adaptation of our (in)equivalence results to the 1-dimensional
case over R.

In Appendix B, we outline a proof of the equivalence of While(R) with its starred version.

In Appendix C, we show that another result from classical computability theory, Post’s
Theorem, holds in the case of While computation on R.

6.2. Future work.

We have compared various classes of subsets of R? with respect to semicomputability by
abstract models based on the While language (§5.4). Similarly, we would like to investigate
concrete models of computability (§1.1), and compare them amongst themselves and with
abstract models with respect to computable functions and semicomputable sets. Equiva-
lences have been shown between various concrete and abstract models of computability'®
over the reals [TZ04, TZ05, Ful4]. However, important questions remain regarding equiva-
lences between digital (abstract and conrete) and analog models, such as suitable extensions
of Shannon’s GPAC [Sha4l]. Some interesting results have been obtained in this direction
[GC03, BCGH07, BGP17a, BGP17b, Po¢l7], but much remains to be done.
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APPENDIX A. INEQUIVALENCE RESULTS FOR 1 DIMENSION

Semicomputability Structure Theorems (§5.1) were formulated for the case n = 2

(computation on ]RQ). As pointed out in the introduction, these theorems, as well as the
inequivalences (Theorems 4, 5) generalize readily to R" for all n > 2.

For the case n = 1, these Structure Theorems also hold. However there are two problems
with their formulation:

(1)

17

In 1 dimension, such structure theorems are formulated most naturally and perspic-
uously, not in terms of basic sets, but in terms of rational or algebraic intervals'” in

R:

Semicomputability Structure Theorems for R [XFZ15|. For subsets of R,

While(R) s/comp = union of eff. seq. of rational intervals

While(R) s/comp <= union of disjoint eff. seq. of rational intervals
While®R(R) s/comp <= union of disjoint eff. seq. of algebraic intervals
While®(R) s/comp <= union of eff. seq. of algebraic intervals.

The relationship between these results and the formulations in terms of basic sets
is unclear. It is not even obvious how to test, given an algebraic interval, whether it
is also a basic set (or even a finite union of basic sets) or not.

i.e. open intervals with rational or algebraic end-points respectively
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(2) Furthermore, the inequivalence results (Theorems 4, 5) although holding in one di-
mension, require quite different proofs, using different counterexamples, in the lan-
guage of algebraic intervals instead of basic sets: cf. Theorem 7, to which we now
turn.

Theorem 7. For I-dimensional computation over R,

While(R) s/comp @:; While®R(R) s/comp.

To prove Theorem 7, we need some facts about algebraic intervals and algebraic numbers.

Proposition A.1. Let a be any algebraic number. Then there exists a polynomial p of min-
imum degree such that p(a) = 0 and for all polynomials q, q(a) =0 = p is a factor of q.

In other words, the set of polynomials over Z forms a principle ideal domain®®.

Proposition A.2. Suppose U is a finite union of basic sets, say

U={zeR|V, /\?:1<pij(x) >0)},

so that U has the form \J;_, I;, where the I;’s are disjoint algebraic intervals.
If o s an endpoint of any I;, then o is a root of some p;;.

Proof. By induction on the construction of \/f:1 /\;Zl(pij(a:) > 0). O

Proof of Theorem 7.
Consider I = (—v/2,00) = {z | #? <2V z > 0}.

By the Semicomputability Structure Theorem for While®R(R) over R, I is While°R(R)
semicomputable.

Now suppose [ is While(R) semicomputable. Then by the Semicomputability Structure
Theorem for While(R) (Theorem 1) over R?) which also applies to 1-dimensional computa-
tion over R, I must be a finite union of basic sets, i.e. of the form {z | \/1_, /\;i:1<pij (z) > 0}.
Then by Proposition A.2, —v/2 is a root of some polynomial pij, call that polynomial p.

The minimum degree polynomial for —v/2 is 22 — 2. Hence by Proposition A.1, 22 — 2 is
a factor of p, so v/2 is also a root of p. But then p(v/2) # 0, s0 V2 & I.

Hence [ is not While(R) semicomputable. O

We may now show, by another example, that

Theorem 8. For 1-dimensional computation over R,

While®R(R) s/comp z While3N(R) s/comp.

Proof. Consider I = (0, 7).
Since [ is a single interval, if it were While®%(R) semicomputable, it would have to be
an algebraic interval, but it is not.

18366 e.g. [DF91].
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However, it is While?(R) semicomputable, since it is the union of the (non-disjoint)
effective sequence of intervals (1,,) where I,, = (0,7,) and (r,) is an increasing sequence of
rational numbers converging to . ([l

Remark A.3. It is interesting to note that the counterexample used in the proof of Theorem
8 generalises easily to the case of R? by taking the product of the intervals (I,) with the unit
interval.

However, the counterexamples used earlier in the paper for R? do not reduce to R.

APPENDIX B. THE EQUIVALENCE OF While(R) AND While*(R)

We wish to justify our claims that the While(R) and While*(R) are equivalent in terms
of computing power.

A similar result was shown in [TZ00, §4] for a total algebra R; on the reals'®, by showing
that:

(1) R; has the term evaluation property (defined below);

(2) for any N-standard total algebra A with the term evaluation property, a universal
While(A) procedure may be constructed for While*(A);

(3) hence, for any N-standard total algebra A with the term evaluation property, While(A) =
While*(A).

We may use the same technique to show that While(R) = While*(R) (and similarly
for While®R® and WhileN and their starred versions). Steps (2) and (3) can be easily
inferred from the respective proofs for R, in [TZ00, §4], as most of the proofs of those facts
involve primitive recursive operations on the syntax of the While language, and so the
partiality of R is irrelevant. In these proofs, the only step that involves semantics is the use
of term evaluation to traverse a “computation tree” for the universal While(A) procedure
for While*(A) programs. In that step, however, if a term which is evaluated diverges, the
While*(A) program being simulated by the universal procedure would diverge as well, and
so the universal procedure behaves as expected.

So we proceed with a proof of Step (1), i.e. that R has the term evaluation property (cf.
[TZ00, Example 4.5]).

In this proof, we must work with encodings of the syntactic expressions used in the While
language. We assume given a family of effective numerical codings for each of the classes of
syntactic expressions over Y. We write " E" for the code of an expression E. We assume
the we can go primitive recursively from codes of expressions to codes of their immediate
subexpressions and vice versa; thus, for example, "t; ' and "ty ! are primitive recursive in
"ty + to ', and conversely. In short, we can primitive recursively simulate all operations
involved in processing the syntax of the programming language.

lgRt is equivalent to R except for the definitions of eqR and |eSSR7 which are taken to have their standard, total
meaning. It was simply called R in [TZ00, §4].
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For the remainder of this Appendix, let A be any N-standard (possibly partial) algebra,
let u and v be product types of A, let x be a u-tuple of variables, let T'm,(X) be the set of
all X-terms with variables among x only, and for all sorts s or X, let T'my (X)) be the class
of such terms of sort s.

We define the term evaluation function on A relative to x

TEL, : Tm, (L) x State(A) — A,
by
TE.,(t,0) ~ [t]"o.
This term evaluation function on A relative to x is then represented by the function
tef, T T, (2)7 x A, = A,
defined by
teés(rtj, a) ~ [t]*e,

where o is any state on A such that o[x] = .

Definition B.1. An algebra A has the term evaluation property (TEP) if for all x and s,
te, is While(A) computable.

Lemma B.2. R has the TEP.

Proof (outline).
The definition of texR’S can be given by a series of primitive recursive clauses, e.g. in the case
of boolean terms:

tefboo|(rts comp® r, 7, a) ~ tef’s(rtsj,a) comp® tezs(rrsj, a)

te (Tnot®(b1)7,a) ~ not®(ter, . (Tb7,a))

x,bool x,bool
R r B 7.7 ~ R rp, B R S
tex,bool( bl op b2 ) CL) — tex,bool( bl ) CL) op tex,bool( b2 ) a’)

where sort s is either nat or real, b; and by are terms of sort bool, comp is a comparison
operator on s (one of eqN, less", eqR or IessR), and op is a binary boolean operator.
Similarly for the cases s = real and s = nat. U

The equivalence of While(R) and While*(R) now follows from the preceding discussion.

APPENDIX C. P0oST’S THEOREM FOR THE PARTIAL ALGEBRA R
For total standard algebras, we have the following theorem [TZ00, §5.2], [TZ15, §6.1]:

Theorem (Post’s theorem for While semicomputability on total standard alge-
bras). For any relation R on a total standard algebra A,

R is While(A) comp <= R and R° are While(A) s/comp.

20This is well defined by the Functionality Lemma [TZ00, Lemma 3.4]
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For partial algebras, Post’s Theorem does not always hold [Arm15]. However it holds
trivially on R, since semicomputable sets are open by the Structure Theorem for While(R),
and the only clopen subsets of R" (n > 1) are R" and ().



