AGAINST PARTITIONED READINGS OF RECIPROCALS
SIVAN SABATO AND YOAD WINTER

Computer Science Department
Technion - Israel Institute of Technology
{sivansa, wi nter }@s.technion.ac.il

In this paper we examine partitioned interpretations otfesgres with reciprocal
expressions. We study the availability of partitioned regd with definite subjects
and proper name conjunctions, and show new evidence thitiqraad interpreta-
tions of simple reciprocal sentences are independent afahmntics of the recipro-
cal expression, and are exclusively determined by thepregation of the subject.

1. Partitioned I nterpretations of Reciprocal Sentences

A well-known property of some sentences with reciprocalregpions is their “par-
titioned” interpretation. A reciprocal sentence has aipianied interpretation if it
may be evaluated as true in a situation where the antecedenf the reciprocal
is partitioned to subsets that are disjoint with respechtogredicate in the scope
of the reciprocal. For example, sentence (1), from Fiengblaasnik 1973, has a
partitioned interpretation because it is acceptable irsthetion depicted in figure
1%,

(1) The men are hitting each other.

I,

Figure 1: The men are hitting each other

1| am grateful to Tali Ore for creating this figure.
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Another example of a partitioned interpretation is exefigdi by sentence (2)
below, from Dalrymple et al. 1998. This sentence is evalliatetrue when there are
several disjoint stacks of planks, each stack connectexd tise relation denoted by
stack atop.

(2) He and scores of other inmates slept on foot-wide platdeked atop each-
other.

In the literature about reciprocals there is disagreememt¢erning the origin of
such partitioned interpretations. The partitioning dfi@ey result from the seman-
tics of the reciprocal itself, but it may also follow from tfibution of the antecedent
set into disjoint subsets, due to independent mechanisnedated to reciprocal ex-
pressions.

For sentence (1), many works (see Schwarzschild 1996, Daleyet al. 1998,
Beck 2001) agree that its partitioned interpretation arfsem a partitioning of the
subject NP, such that for each of the subsets Strong Redtipisaequired. The
operator that is assumed to create this partition in all ebéhworks is theover
mechanism suggested (among others) in Schwarzschild T986 mechanism dis-
tributes a set denoted by a plural NP into contextually sabeibsets, such that the
union of the subsets equals the original set.

There is less agreement about the origin of the partitionepretation in other
cases, as in the case of sentence (2) above. Dalrymple et9@8 (henceforth
DKKMP) propose a system for the semantics of reciprocal esgions based on
the principle they term the Strongest Meaning HypothesiH}P This system in-
cludes a list of available readings, such that in each recigrsentence the logically
strongest reading that is consistent with relevant consxhformation is chosen as
the interpretation of that sentence.

The partitioned interpretation of (2) is derived in DKKMP agsuming that ‘un-
partitioned’ readings available in their system are préetlibecause it is impossible
for ‘scores’ of planks to form a single stack. The SMH therefohooses Inclusive
Alternative Ordering (IAO), the weakest reading in DKKMRgstem, as the one
that matches this sentence. L&be the set denoted by the subject NP in the recip-
rocal sentence, and Iét be the relation denoted by the predicate in the scope of
the reciprocal. Then the 1AO reading of reciprocals, firstgmsed by Kaski 1987,
requires that each individual id be in a pair inR with at least one other individual
in A, as either the first or the second argument. This definititowal partitioned
interpretations for sentences where the antecedent detl@scmore than two indi-
viduals.

Another view on this kind of example is offered in Beck 200hene all parti-
tioned interpretations are attributed to a general semanticess with plurals, using

2Strong Reciprocity requires that each of the individualhaset be in the relation with each of the other
individuals in the set.
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the cover mechanism of Schwarzschild 1996. In Beck’s sy$#€dris not generated
as one of the possible meanings of reciprocal expressions.

However, the following minimal pair points to a differentaysis from both
DKKMP’s and Beck’s:

(3) The planks are stacked atop each other.

(4) Planks 1, 2, 3, and 4 are stacked atop each other.

Suppose there are two stacks of two planks each. Then senténis true al-
though four planks could form one stack, but sentence (4algef This minimal
pair shows that the type of the subject NP affects the avliilabf the partitioned
interpretation: changing it from a definite plural NP to ag@oname conjunction,
without changing its denotation, eliminates the partiéidinterpretation. The SMH
mechanism cannot account for the contrast between sestécand (3), in which
partitioning is available, and sentence (4), in which itds iNor can Schwarzschild’s
cover mechanism, where no difference is assumed betweétigmémg effects of
different types of plural NPs.

2. A New Explanation of Partitioned I nterpretations

We suggest a new explanation, based on an observation medater 2000, where
it is shown that while definite plural NPs allow distributitm contextually salient
subsets, proper name conjunction NPs resist such digtnibuthe following exam-
ple, adapted from Winter 2000, exemplifies this contrast.

(5) The committee will commission operas to be written bymeaf two com-
posers.

a. The composers will earn $100,000.
b. Lloyds Webber, Penderecki, and Stockhausen will ear® $00.

Consider a case where an opera was commissioned by the deshoitbe written
by Lloyds Webber and Penderecki, while another opera wasnissioned to be
written by Lloyds Webber and Stockhausen. Each pair of camzoreceived a total
pay of $100,000 for their opera. In this situation sentefiga {s evaluated as true,
but sentence (5)b is evaluated as false. According to Wi80, the partitioning is
available for the definite NP in (5)a because of the anaphpmieer of the definite,
which can combine with implicit quantification to createtdlsution into subsets.
The same mechanism does not operate on proper name cooiunas in (5)b since
they are not anaphoric.

This analysis explains the contrast in (3)-(4), and exglairgeneral partitioning
effects with reciprocal expressions and definite antedsd®¥e conclude that the in-
terpretation of the reciprocal expression itself does Hotepartitioning, otherwise
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this contrast would not appear. The partitioning effectinfbllows from a similar
effect of ‘contextual partitioning’ that also applies tapl indefinites.

The effect of the type of the antecedent NP on the interpoetadf reciprocal
sentences is clearly exemplified when world knowledge alawly a partitioned
interpretation. Consider the following sentences, in aasibn where there are four
singers:

(6) In this photo, the singers are looking into each otherése

(7) #In this photo, John, Paul, George and Ringo are lookig €ach other's
eyes.

Sentence (6) is felicitous, whereas sentence (7) is rate@dwln (7), despite
world knowledge, the truth conditions derived from the peacal expression are not
weakened to allow a partitioned interpretatfoli the interpretation of the reciprocal
expression allowed partitioning, both sentences should baen equally felicitous.
Since this is not the case, we conclude that here as well itlisa partitioning of
the subject NP, available in (6) but not in (7), that allowsa#itioned interpretation
of the sentence.

The above contrasts suggest that there is a lower bound @&Mhkbased recip-
rocal interpretation: it cannot be weakened to allow pariéd readings. We contend
that all the cases of reciprocal sentences with partitionedpretations are the re-
sult of an independent partitioning mechanism, while tlogrecal expression itself
always has an unpatrtitioned interpretation.

Examining other previously suggested reciprocal intagiens that allow for
partitioned interpretations shows that these partitiordradeed unrelated to the in-
terpretation of the reciprocal expression. Sentence (@ybis brought in DKKMP
as an example for One-way Weak Reciprocity (OWR), which meguthat each
member of the antecedent set participate in the denotettbrelsith another member
of the antecedent set.

(8) “The captain!” said the pirates, staring at each otheirprise.

In sentence (8), OWR requires that each pirate stare at arpithee. This seems
correct, as (8) is true in both figures 2(a) and 2(b). Howes@nsider what happens
when we replace the definite subject of (8) by a proper nampigotion, as in the
following sentence:

(9) Morty, Charley, Oswald, Don and Bob are staring at eahbrot

3Note that a partitioned interpretatios available if the partition is syntactically expressed ie tron-
junction, as in the following variation of sentence (7) inkelow. In this case, a partition to two pairs of
singers is perfectly possible, as expected by composittgraaid intersective (“Boolean”) analysis of the
italicized and.

(i) [John and Paulind [George and Ringo] are looking into each other’s eyes.
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(@) (b)

Figure 2: Two settings of schematic pirates

Here the truth conditions of OWR become too weak: (9) is uratedde in figure
2(a) even though it is OK in figure 2(b). From this contrastimstn sentences (8)
and (9) we conclude that the actual interpretation of th@recal expression with
the predicatestare at requires connectivity on top of the truth conditions regdir
by OWR. The acceptability of (8) in figure 2(a) is again atttézyy as in (3) and
(6), to a ‘partitioning’ mechanism that operates with deéigj independently of the
interpretation of the reciprocal expression.

To conclude, we have claimed that reciprocal expressiomayal require con-
nectivity and therefore do not have partitioned intergiets. We have argued that
partitioned interpretations of reciprocal sentences Evays due to partitioning that
is independent of the semantics of the reciprocal. In paeicpartitioned interpre-
tations of simple reciprocal sentences are exclusivelgdéent on the interpretation
of the subject.

Bibliography

Beck, S.: 2001, Reciprocals are definitdistural Language Semantics 9, 69—138

Dalrymple, M., Kanazawa, M., Kim, Y., Mchombo, S., and Pgt&.: 1998, Recip-
rocal expressions and the concept of reciprocitynguistics and Philosophy
21(2), 159-210

Fiengo, R. and Lasnik, H.: 1973, The logical structure ofpexcal sentences in
English, Foundations of Langauge 9, 447-468

Kanhski, Z.: 1987, Logical symmetry and natural language recials, inProceed-
ings of the 1987 Debrecen Symposium on Language and Logic, pp 49-68

Schwarzschild, R.: 199&luralities, Kluwer Academic Publishers

Winter, Y.: 2000, Distributivity and dependencijatural Language Semantics 8,
27-69



