CAS751: IT Metods in Trustworthy ML Homework 1 - Due: 10/6/2024

Information-Theoretic Measures
Instructor: Shahab Asoodeh

. (TV distance and Hockey-stick divergence. 30 points) Let P and @ are two continuous distributions
with pdf’s p and ¢, respectively. Show that for v > 1

) TV(P,Q) =1— [ min{p(x),q(x)}dz

) TV(P,Q) = [ max{p(x), q(z)}dz -1

c) E,(PllQ) =1~ fmin{P(ff)aW(x)}df

) E5(PllQ) = fmaX{P ) ( )pdz —

(e) E5(PIQ) =3 [ |p(x) )\diﬂ**(’Y*l)

. (Rényi divergences. 10 pomts) Let P = [[, P, and Q = []_, Q:, where P, = N (u;,0?) and
Qi = N(v;,0?) for i € {1,2,...,n}. Compute D, (P||Q) for all & € (0,1) U (1, 00).

(a
(b
(
(d

. (Hockey-stick divergences. 20 points)

(a) Let Py|X be defined as follows: Py |x—o = Bernoulli(1 — 5) and Py|x—; = Bernoulli(d), where

0= Heg for some £ > 0. Show that 1, (Py|x) = 0 for v = e°

(b) Let A= {1,2,...,k} and v > 1. Let Py|x be defined as

ﬁ, ifr,ye Ajz =y,
Py x (y|z) = ﬁ7 ifz,ye Az #y,
0 otherwise.

Let Px and Qx be two arbitrary distributions on A, and Py and @Qy be the corresponding
distributions induced by Py|x, respectively. Show that Py (A) < ~yQy(A) for any A C A.

. (Mazimal coupling and TV. 20 points) Let P and @ be two discrete distributions supported on a finite
set A. Show that
TV(P,Q) = inf Pr(X #Y),
Pxy

where the infimum is taken over all joint distributions Pxy such that )  Pxy(z,y) = P(z) for any
z e Aand ) Pxy(z,y) = Q(y) for any y € A. [Such Pxy are called couplings of P and Q.]

. (Strong DPI. 20 points) Fix a channel Py|x. We defined in the class

nv(Pyix) = sup M
| Po:P2o TV(Px,Qx)’

where Py and )y are the output distributions of Py |x corresponding to input distributions Px and
Qx, respectively. We then showed that
mv(Pyix) = sup TV(Py|x—z,, Py|x=z,)-

z1,T2E€X
In this problem, we wish to generalize this result to the hockey-stick divergence. Define for v > 1

E,(Py|Qy)
ny(Pyix) = sup —L——"L.
YR b aiprq By (Px[Qx)

Show that

TM(PY|X) = Sup E'y(PY\X:acl ||PY\X:952)~
x1,L2EX
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