
Chapter 2 : Privacy

Privacy desideratum : The output of the algorithm shouldn't change
an adversary knowledge about a dataset fall.

this statement ensure that no information should be revelead

about the dataket; which is very unrealistic a goes against
the point of learning. A more realistic goal is :

Practical privacy :
The output of the algorithm shouldn't

desideratum significantly change an adversary's knowledge .



How to mathematically formulate this goal :

- query q : # individuals in D with some

datantE property

privacypreserving
mechanism

* Goal : We wish to design M in such a way that an

adversary observing E shouldn't be able to distinguish
D from another dataseti' that differ in one

entry !



dataset
- query q

D

-- EprMp
privacypreserving
mechanism

datelet
↑

D -quey 9
Bob- ·N

->f- ~M

If M & M are "close"
- adversen can't distinguish D

from D DnDi
&

Jones has a plausible deniability neighboring
- datacet



Defi Randomized mechanism M is said to be E-Dp for 220

if

E (MM) =0 Vend
↳ [

&

Vot neighboring datasets

*
Since Mp & M are close , no adversary can distinguish My from My

(Chence D from 1)

Remarks :
-

1
As divergence ? It's known that TV doesn't lead towhy

any meaningful privacy definition

(see Lecture note of Salif Vadhan & also
-See 1. 6 1The complexity of

the 2nd assignment ( differential privacy n



The main reason for HS divergence is its

connection with hypothesis testing , making the

Dp definition operational.

2. DP was originally proposed by Dwork
, McSherry, Nissim, & Smith

in the paper "Calibrating noise to sensitivity in Private Data

Analysis"

3- More Standard def :

Mis zop E MDLA) seMlz) Fintemala
& Prp-

* The equivalence between this formula& the above



definition comes from the Variational expression ofIs

divergence Explia) = Sup[PA)-valal]
3- You may even see some definition like this :

_

E

M is <Dp Ex eMa) Malas se Mlt) Finternal A
- & Prp
this part is redundant!

prove this !
-

*To prove a mechanism M is <-pp , it suffices to show

ECLMIMO on Me for
any event A

M(X)
- any DrD



4- the definition doesn't depend on the dataset that

you have hand.

* Note that the above definition should hold for
any arbitrary

Pair of D & p

* Perfect Privacy : E

Let M be an2-Dp with 5=0
.
Then since me have

M is [Dp@Fa(M M = 0 FDmp

=)

So TV (B ,M =# M =My



so the distributions of E & Er are exactly the same
=

Great in terms of privacy , but lead to very poor

utility-

2To
,
but sufficiently small :

M is app Es(M11My = o

Ed MLA)-EUI) SO F event

Since[ is small them eleE So

MIA)-S . MIA) So



=> MI - MLE) &[MH) ] S

- (MH)-M(A)/[2 for any event A.

Thus
,
for Gall 2

, Dp means no matter what

were output take , D &D Can't be distinguished-

C =0

De, this requirement For

large 2"always
satisfied



a characterizes the privacy gaurantee of mechanism M

the smaller I is the better privacy is

Operational Privacy guarantee

we name a mechanism M that is [Dp :

* Suppose M generates an output E

Null hypo : Ho : Dataset = D 4
Alice is in D

Alterative hyp : H: DataLet = D' but not in D



the goal is for an advey to reliably test Ho against H,
* Assumption : Adversary knows every one else in real

dataset.
I

*What does it mean to testHo against H
,
reliably ?

Let 4: -40113 P17 = 0 -- H is acceptede

test
function PET= -n H

,
is accepted.

For any
test function &

,
we associate two errors :

1- Adversary Rejects Hy when Ho was correct

"False positive "Typet error

FP



2- Adversary acceptsHo when H, was correct

"False negatives Type Ferror
FN

When there exist a test function & such that both

FP & FN are small
,
we say thatHo can betested

against H
,
reliably Fp , FN o

x claim : IfE is the output of an [pp mechanism
-

with small a
,
then Ho can't be tested

against H
,



Proof : Given 4 : we can characterize FP &F using the

following set :

A = <zeZ : 2003
=

zeA = H is accepted

Think t it!ZEA M is accepted
abou 1
FP = MLA = 1- MIA)

FN = M (a)

FP+ eFN = 1- MLA)+e MLA)



=-[Ma_eMin]
To find the best test function l

,
we need to finda

resulting in Smallest Fp & FN
,
or equivalently the best

Set A :

int Fp + e-F = inE[c-EM-e
-

Mit)]A

~ 1- Sup[Bl-e-ME s]

= 1 - E (M11 Mp



Since M is EDP , we have Ea (MIM) = 0 & hence

MnFp+ FN = 1

theorem : If Z is the output of an app mechanim,
-

then for
my

test function

FP +eFw)

FN + -Fp 21
This theorem demonstrate, that no test function can be

found with FP & PNOD H can't be tested

against H , reliably !


