
How to implement DP ?

Laplace mechanis :

Suppose of is a vector : = (9 · 70,
---

, 9) ERK

-// E=+
N

↑
N = LN, - - - ,NK)

zj2) q, b) where

NinL(4 , b)
ind



what values of M & b make this mechanis [-DP ?

* M shouldn't play any role in privacy !

ft z = 9p + N

z2q+, BecauseM can be absorbed by the
query !

Note that HS divergence between flab)
, flaib) is a function

of b & la-al

thus
,
when computing E (1(qm , d) 1)((q+, b)),

we can assume M = 0



*Eat : For mechanisms with additive noise
,
the mean

-

ofnoice can be considered to be Zero.

Question : What values of b makes this mechanism E-Dp ?-

Example 1 : & individuals in Example 2 :"One-dimensional query,

query "
with Covid positive

90 What's the HIV State
"one-dimensional D

, younger the Go

I professor at Mac ?

of the highest-paid
statue



Since the second query is much more targeted toward

one particular individual in datalet
,
it must be harder

to make it Dp than the first one.

E Noise Parameter (i.e, b) should depend on

queries
now sensitive the

Definition : For any 9 ; we define
quering is writ-

a -norm one individual

A := Sup 119p-Gill ,
& Pup ·=-
↳ sensitivity



Let's get back to Laplace mechanism :

19p-q)
X

= = 9 + (Nim , Nk)
&

whereNId 10 , b)

thus
, Zin & (9," , b)

For neighboring dataset D,
we have

( .
~q

E = q + IN . m .
NR)

where NI La L(0 , b)

the
, Eq, b)



To show this mechanian is Stp ,
we need to show :

e
[

Fand

F
eventA [MY

Reall: MLA) is the distribution that I takes value

in A LIRK .
Since Zintlqib) & Since each

U component is independent ,
we have :

ACR

Mi = J ... ] (eitada---da
im

A & pdf of Es at point (2
:--x")

which is product of potof "

at point1



- (? ) -- -_ )e do
A

Y

Similarly:

Mls() - -_ ) eng da
A

we need tochow that

↳ E

for any
event A

in 13



Note that if we show that

(x* ) - ed facic an

then (*) follows immediately.

we need to show (**. Leti coomatdeits LHS :

Since fencegues
Va-A

= e?S gine.di

Y



ITriangle inequality

7

2 ↳& e

(r+S1 < Ir+ 15) def of -sensitivity

r= x- q E e b

s = qi-q So we need :

=>

k-q-11 +19
= e

-
-mi
-
-

-
T



Theorem : Let of be a rector-valued query of dimension k .
-

Then the Following mechanism:

Ep = Ap + (N: - , why
& Nin2(0

, b)
is -Dp with b=

Sanity check: High sensitivity A
.

7 for a query

indicates that it targets one individual
,
rather than

aggregate · So it's intuitively be wrder" to release it

privately .
This is reflected in the fact that the

noise variance increases with the sensitivity.

Larger ** = Larger noise variance required for E-DP

For 2-DD.



Example : Suppose we have k queries of form :

q= individuals in datalet D having disease i

Each query is integer-valued. &
counting queries

How to release the output of these k queries with

E
- DP gaurantee ?

(9p , -- -9) + (N!- - Nk)

what is-sensitivity ?
&in 210

, A

Atsp But this bond is

acheivable because

can construct D &D such
↑

that qq +



So : E= -p+ (Ni--

,N is 20)
is E-Dp.

thi
,

we need to add noise with per-coordinate

Varianes ,of 2 to make this grey E-Dp.

Example : Let q'-- , qh be k queries of form :

qindividualwith someprotea
-n

&
what's A ? · proportion

-

queries



Since this query has smaller t-sensitivity ,
its

easier to be privetized then the previous quey.

= theore says Ni &10,a)

we talked about privacy quarantee of caplace mechanism.

But privey makes sense only when discussing it in the

privacy-utility trade-off

to characterize this tradeoff ,
we need to formulate utility.



Utility of Laplace mechanism

Let's begin with Scalar care.

= Ap+ No 20,
we

simplyaltivasensitivity
we are interested in how big the gap between input & output of

the mechanism is

options : ET 15-917 = ELINI]=-

&
This definition of utility is intuitive prove this either

directly or by invoking
but doesn't offer any flexibility. the fact that :

If Enotlob) the

IE1n ExP1Y)



option2: Pr) (E-9p(t) for some +zo.

- we wish the output of the mechanism Ep to

with high probability
=be within t of the input qp : Taking + to be

5

,

this means &p-5) Ep 1 &p +5

Pr((5 -9p)2t) = Pr((N2t)
Recall that ↳we proved :

For Erotlo , b) , wehave

Pr((z)) +b) = e-t



this gives a precise formulation for the utility-privacy trade-off

To have E-DP for a scalar query with sensitivity 19,
me necessarily have :

17-9pl2t

with probability -

Given this tradeoff we can answer questions like this :

What's the bestPrivary offered by replace mechani for a quey

with DF = 1 , if I tolerate

17-9/10 with probability 105 (
&



Utility for rector-valued Laplace
consider the query 9 = 19"-, 9) ,

& the rector-valued Laplace

mechanism

Ep = Ap + N where N= (N' .., N4)

& each component
Ninto,

As before
,

we define utility an

x
&-norm

Pr) 117-1011
,
(t)

unfortunately ,
we can't compute this probability exactly .

Instead

we characterize an upper-bound on it.



Theorem. For any too ,
we have :

-

-
Pr)/l-fall It) <Be

proof- we can write :

Pr(115-gpll ,? Kt) = Pr(1/NI
,
24t)

-

Pr(((vi) <t)")
= Pr(u(Nkt)

-

bound
Union

↳P LINKt)



As before
So

, we have

Pr(115-911 ,? Kt) > k
.

-*

or equivalently :

-
Pr(115-9/l

,
2t) > Re M

B

sometimes
, this utility is equivalently expressed an

Pr (117-7p11> logy) *



While this is not a precise privacy-utility trade-off ,

it has been

used in practice to find achievable I given a desired utility
construct

.

Properties of E-DP

1 Post-processing :

-

-% - m -

M M
EDP Adversary's algorithm

I
- -



can adversary come up with an algorithm/ processor to violate privacy

of M ? In other words , can it be EDp with> 2 ?

the answer is Assuming adversary's algorithm only operates on

the output of M & doesn't have access of

dataset ]

why? let E & E be outputs of M when running

on datasets DND; & let Yo & Yo be the

output of the adversary algorithm .

Let En Ma & ZjwMp
& ~

Yan M& Z wit



Since M is Sp ,
we have EsLMIM = 0 FIND

Then
, according to DPI :

E(m) EMIM) = 0

# in is E-DP

2 Group Privacy : Does EDP Provide privacy to a "group of
individuals" as well ?

In other words
,

can we ensure that

If Is

a group enjoys a plausible deniability ?



theorem
.

Let M be an -Dp mechanism .

Then For

any D & D that differ in h entries,

we have : RS

PIGEE) -e PrIEtE)
For any event E.

-roof. I 2 3 D
D D D m/Y

-

↳-

-
-

D- · - -- -
-- ---

-
- - & /&

- S

-
u # -- S

-/ # --# &

-

= = = -Da



Pree) e PIECE) Sin ze DND'

edPrIEEE) since DnD

-
E

(k-1) [ K.2 k-

= e
. PrLZnEE) Since DND

↳ E

< e Pr(z-EE) Since pP-ND'

O

composition :

Let M" be SiDp ,
& we use them to answer several

queries . What's the overal privacy guarantee ?



- Trusted guarantee of M?
curator=

what's privacy

& M

This is an instance of non-adaptive composition ,
where queries

are independent of each other.

# general ,
queries can depend on each other ; a setting

which typically referred to as adaptive composition :



<
&

Ep-> m-zp
q2 is a function

D -
i
-------

....

I
2

Becausenq depende
of Eb

&

&

a - mzp

M

* If all mechanisms are the same
,
then their composition is usually

called K-fold composition.



Theorem (Basic composition) .

If M" is SiDp for it <12 . - ,
by.

then
,
the composition of Mi-- , MK isSi =pp.

Proof . We give the proof only for the non-adaptive setting.
The proof for

the adaptive one is a bit long
.

let Z . ---

, E be the outputs of M!
-- .
MY

, respectively-

Thus
,
the output of the composition mechanism is (Ei . ---E).

Let's find the Pot of the output when using dataset i

&D .



Fzp()at
E.

c=
Since

each
M" is

Si-DP

ihm
Z

⑮

composition results ,
such as basic composition, are essential for

designing private ML
.
In such care , an important concept is

privacy concept.



Answering1 non-adaptive queries

rector-valued Laplace : ↳-z

= (qp . --- ,q+ (N-- NY) 15 -A- z
&

A Eidw[lob) : z

·
&

This mechanian is E-pp -z
if b= 19

Privey budget =
E

Suppose each q"is counting - I If each mechanism is GDP
,
then,

A = 1

basia compo KIDp
wThus, per-component noise = [

we want each mechanim to be E-DP
is 210, ) · Each mechanis adds &10

, Ka)



Privacy budget
Any ML training algorithm can be viewed as an iderative process ,

in each

of iteration' dataset is accessed once.

To make this algorithm differentially Private ,
we need to pass any

computation on dataset through a mechanism :

MI M2 MT

Thus
,
all training algorithm can be thought of as adaptive composition.



If each mechanism M" is Ep , then according to

basic composition ,
this iterative algorithm is TE-DP ,

after T number of iterations.

usually ,
in practice , we know the desired level of privacy ;

which is typically termed privacy budget .

Given the Privacy budget &
* For the above algorithm , we have

From basic composition : =
If all mechanisms are the same (Say &Dp) ,

then we must have



[= [
*

T

Now , we need to design mechanism For each iteration that is

-DP .

Remark : If we want to make an algorithm to be
, say , 5-DP ,-

then each iteration should be E-DP ·

The issue is that

T is often Very large ) = 10
%
) .

Thre
,
each iteration must

be extremely private ,
or equivalently ,

the noise is

dominant-D The algorithm can't be accurate !



This is caused because of basic composition , I would

be improved if we can come up
with a better result

than basic compositionn.

Question: Is basic composition optimal ? That is , is there

an E-Dp mechanin M such that its le-fold

composition is s* Dp ,

where* KS?
-

Basic composition is optimal !

Example: Consider1 queries 9-- - g, each of which is counting.
- -

-

so sentivity = 12



Suppose D &D are neighboring & q = q +1 Fi.

Let E & Z be the r-dimensional output of a r-fold

composition of a Laplace mechanism & LetF F
denote their pdf. For anyERK

E--(x)

Let x = 19, 91- , 9) ERK where as q Fi.

Thus :



k[Ze = e

kSThre
, the ratio of pdf is exactly equal to e &

hence there exist at least one event E such that

KS

-
implying basic compositiont be improved in general.

[Note that this doesn't mean that basic composition can't

be improved. For a particular mechanism]



this begs the question :

How can we integrate DP into accurate M2?

Pure DP turns out to be very stringent, meaning it's
too strong to be applicable in practice !

Recall that :

A mechanism M is EDp if

EDEE ed for any essibleente



potof
Pd a

Two pdf's should

treaunder Beee FizptEl be within ed of

B
each other.

What it means is that :

if there exists an event E impossible to occur fori

then
,
it has to be impossible for D too.

become NE7 Pr(ZtE) =0 Then the ratioE It PEEEED

= E=
co i . e, No Privacy guarantee

So : PrIZETEOD PrIZpeE) = 0

-

D D



This is very stringent . Why?

Suppose there exist E : PrlEEES = 0 *
so NO Privacy

Pr( FEE) =
157 guarantee

even though
E is extremely

E is a "bad" event : because it reveals
unlikely !

something about datacet !

the definition of a-pp is unpractically stringent


