
Theorem (Advanced composition) .
Let M be 5-pp ·

Thefold

composition of M is (581-DP for any se (011) &

-

s k SVklogys

Note that this theorem implies that composition of pure DP mechanism

satisfies approximate DP ; a phenomenon that can't be obtained from

basic composition.

Irouf.



comparison with basic composition :

suppose we want to answerk queries of sensitivity one
,
with a given

Privacy guarantee (5,87-pp.

Basic composition : K Laplace mechanism each at which E-DP
so each adde NWL(0 · 4g)·

Advanced composition :K replace mechanism each of which

i

I-Dp
so each adde

Netco ,Ve
xwhy?

* The required variance is ONE) smaller !
Let Mbe-D



According to advanced composition ,
DP parameter of K-fold composition of M is

= Energ- I)Fro- She&
Typical Su 105 n loglg 15

In the advanced composition : so
If KS2 is mall

,
then we can ignore the first term.

M is E-DP#K-fold M is (5 , 81-pp with SECO11)

& ErVertots



The previous advanced composition shows that K-fold composition of

an E-DP becomes an 15.51-DP mechanism with I increasing

Sub-linearly in K.

How about K-fold composition of (515%-Dp mechanism?

Here is a more general advanced composition.

Theorem (Advanced composition) .
Let M be 15 , 8.) -DP .

The refold

composition of M is (5, 81-DP where
↑

-

5 Sklog
,

S = 48 + 8

for any se(011).



Example: we wish to answer k adaptive queries

each of sensitivity one.

Privacy budget = (5, 5) & We want to mee Gaussian

mechanism :

According to advanced composition , b fold composition of

an 15. % )-Dp Gaussian mechanism is (aty,)* Note that here I ignore the first
term

in advanced composition !

n8 + 5 = 5348 =42tur 2& Variance of Gaussian noise
5 = 5/2

↳Furt
↳log48 log z

the



As you can see
,
s is a design parameter .

We need to picks

in a way that the resulting noise variance is minimal.

Another option for 5 in the above example is

S' So

This choice results in variance flog which is

strictly worse than what we had before



Renyi DP & composition results

Recall that differential privacy was intuitively defined by ensuring

M, & M are "close"
, according to HS divergence

I

why not other distance "measures ?

me already know that TV doesn't work.

It turns out that Rengi divergence is a good candidate.



Definition .
We say that a randomized mechanism M is

-

(Mironov 2017) (13) - Renyi DP (or KIS)-RDP) for 2x1 & 300

if Da(m11M)3

The main motivation [which made RDP extremely popular in AI]

is the following result :

Theorem
.

For
any <)1 ,

we have

D(P1(2x) + min D L)P? Byl)[D(P12x) + maxDLi (x=x)

In Particular
,
if Pxy = 4x . P & &

x
=& &Y ,

then :



Pa(4xyll&xy) = Pa(Py((ax)+ Py(Pyl(&y)-

Prof . See Lemma 2
.
2 of "concentrated Differential Privacy" by

Bun & Steinke.

this simple result leade to the Following simple composition result

that resemblee basic composition.

Theorem
-

Let M' be 139-RDP & M2 be (3) - RDP · Then
-

theircomposition is 19 , 5+52-RDP.
adaptive

Proof . Simple application the previous theorem.
-



adaptive
~

According to this result, R-fold composition of any (151-RDP
is K , k3)-RDP.

limitation of RDP · 1131-RDP guarantee doesn't enjoy

any operational interpretation ,
in terms

of hypothesis testing
.

In fact
,
it was shown* thatI

with a I has nothing to do with

binay hypothesisfesting performance.

- Read "Hypothesis testing interpretation & RDP" by Balle etal., AISTAT
2020



How to fix it ? RDP Privacy guarantee needs to be

converted back to approximate DP.

Theorem
.
If M isKig)-RDP with 231 ,

then it is (5, 8) -DP
-

Mironov with SE (011) & 2= 3 + blogY

Moments accountant : was the state-of-the-art technique for

studying composition of iterative algorithms
used for training Al models (Such as SGD).

we discuss it further later.



Statistical learning

Let D =((4 1%, ) . .... PY)] be a dataset of features

& labels 8:. For instance feature might be images , texts

or medical recorch of individualsa labels are the type of

animal in the image (cat vs . dog) ,
or the diagnostic.

The main goal in machine learning is to discover the relationship

between features& labels .

This allows us to come up with a

classifier . Think of classifier as a conditional distribution PrX.
-

Any such classifiers are modelled by Parameters OEIRA



To find the "best" classifier that fits a datacet ,
we must

find OERd that describes the relationship between ci

&%: for all it h2-ih 3.
To mathematically formulate this goal , we take a

problem-specific lossFunction :

e (0
, cy1) quantifies the loss associated

with representing the relationship
between feature a a label y

using a classier parameterized by 0.



Example :

10 Linear regression : think of linear regression as a continuous

classifier

AR& , fiER ,
Ord

regressor is parameterized by OtiRas < 0 ,1)
&

=

inner product

loss function : e(O,1) = 1y - <001
*
Goal is to findO that

minimizes loss for each point : E,2
:
1)

2. Logistic regression : Here
,
label yel+1) binary classification



classifier in Parametrized by OEIRO a

Pux=()=
the goal is to find o such that

↓ is maximized when y = +

1 -
<O:>

& 1- t is maximized when y +
- <O,i

1 e

-ei
for all datapoints in the dataset.

thus
,
the loss function is defined to be

e(0, mys) = log (1+ e
- f (0x))



3- Support rector machine (SVM) : Binary label I:-1 , +13

Mix= (+1) = 1 if 20 ,17 70

↑ deterministic classifier

↓ the goal is to find OEIRP & b EIR

-

such that

: I: < @Mi) 10

so any reasonable loss increases with

M

-
-y (0 ,x)

one potential loss : &20,y= #47
.2010> 102

&
called
.Zeroone



Since this function is not differentiable

& not convex , we usually consider this loss:

zenoone
loss & (0, (ys) = max (0 ,

1 - -<07 (

hinge loss#hingeso
con

& called

4.
Geometric median : Unsupervised learning ,

so label is no

given

We are interested in median:

e(0 , ( ,y1) = 110- x 112



of It 18,it
,
)

i=1

thre
, the minimizer o is the geometric

median of all feature.

In all these examples ,
me are interested in the following

Optimization problem :

:= arguin Lo , Lil ERM

(Empirical risk

minimization)

Revealing o* might compromise Privacy !

-> For instance , if10kg)) = ll0-cille ,
then if

the number of datapoints is odd ,
then of is equal



to one of the point.

-

In SVM ,
the optimal O

*
is close to one datapoint

-

Model inversion attack


