
Accuracy of Gaussian mechanism :

suppose D= &X
1

. . ... x2] where each xE@ Ap = ↓Ex :
EIR?

·
A,q=ka=

we output Ep = &p + N

Laplace noise : Ne L(0,) Gaussian noise : NWNLO, loglya
to have -DP IELIE-9p/l] = Que ( ETl/E-9p(lz] = 02 En

- Gaussian mechanism leade to accuracy that is O(K)

better that of Laplace



Properties ofApproximate Pp
1 Post-processing

-

9 ->Mi
M M

(2, 8) -PP Adversary's algorithm
1

- ---

- Assumption : Adversary's algorithm doesn't have access to dataset.

If M is 12,57-Dp ,
then so is is.

In otherwords
, approximate pp is closed under post-processing !

Proof Similar as before
, proof is a simple application of DPI.

-



2- Group privacy.

therem. If M is (5 , 81-Dp ,
then :

RE

MLA) ( e MIA) +
Res ferent

For
any pair of datasets D & D' differing in Kentries.

proof. Similar as before. Construct (K-1) Pairwise neighboring dataset &
-

apply the definition of approximate Dp. -
D
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3-
Basic composition : <

&

Go Mi

* Adaptive or non-adaptive composition

i
-------

....

I
of K mechanism each of which is

-

·Libil-Dp is (2,i)p.

Proof Dwork & Roth
, Appendix B. a - mzp

M



Basic composition looks rather identical to the basic composition for

the Pure DP . However
,
there is a fundamental differencee.

-> while basic composition is Optimal for Pure DP ,
it is indeed

Very Far from being optimal for approximate top.

there are several known attempts on improving (0 even optimizing
composition results. Here

,
we introduce the oldest one.



Theorem (Advanced composition) .
Let M be 5-pp ·

Thefold

composition of M is (581-DP for any se (011) &

-

s k SVklogys

Note that this theorem implies that composition of pure DP mechanism

satisfies approximate DP ; a phenomenon that can't be obtained from

basic composition.

Proof. we need the following two lemmas :

-

1) Azuma Inequality : Let Y
, ..... Ye be real-valued random variables

-

such that Ii/C & ETYi1 Y =Y
, , . . .,Y= Yin] < B.



Then, Pr)Zi < Reta) set * this type of results
are typically called

2) For any 2-Dp mechanism :
"concentration inequality"

E that aim to bound

D(Mp /( Mp) <(e =) S the probability of
tail events

In other words,

Ea(Mp//MpT = 0

Je DLMIM
-1122)

Es(M ((My) = 0

e
Prout of this result: DLMplIMp) - DIMpllMpY + DLMpIMp)

=>[ (Mp
+x) - M(4) log ex

-
I Mc ·[M]. Log,~
2

(e) E



With these two results at hand
,

we proceed with the proof of the

advanced composition :

consider two neighboring dataset PND's let zmi a zM
D

Define Privacy loss random Variable for any given realization E-- . Fix
i - pot of Mpi

Y = logit i wherein M
&

Since Mi is 5-Dp Mil <? W .p . ).

Note that we have

ETY(Ed= p---T = D)Pai- zzie
(e) From the second

lemma
in previous page.



Note that ZYi is the privacy loss random Variable for K-fold

composition :

log= where (E-- -En joint
density

Ezj---zus
Recall that to prove that the k-fold composition is 12, S1-pp

we need this :

Any mechanism M is (5,81-DP if Pr(Ep > 2) <S
&
PLRV

Thus , we need to saysomething wice :

Pr)[Y; > something)1S



This is where Azuma Inequality kicks in .

Apply Azuma for G= 5 & B = 211)

↑ (Inmen) as
=> R-fold composition is LE

, S1-pp with

= k() e Vetogys
un

&

can be approximated T

by 2:
2



comparison with basic composition :

suppose we want to answerk queries of sensitivity one
,
with a given

Privacy guarantee (5,87-pp.

Basic composition : K Laplace mechanism each at which E-DP
so each adde NWL(0 · 4g)·

Advanced composition :K replace mechanism each of which

i

I-Dp
so each adde

Netco ,Ve
xwhy?

* The required variance is ONE) smaller !
Let Mbe-D



According to advanced composition ,
DP parameter of K-fold composition of M is

= Energ- I)Fro- She&
Typical Su 105 n loglg 15

In the advanced composition : so
If KS2 is mall

,
then we can ignore the first term.

M is E-DP#K-fold M is (5 , 81-pp with SECO11)

& ErVertots



The previous advanced composition shows that K-fold composition of

an E-DP becomes an 15.51-DP mechanism with I increasing

Sub-linearly in K.

How about K-fold composition of (515%-Dp mechanism?

Here is a more general advanced composition.

Theorem (Advanced composition) .
Let M be 15 , 8.) -DP .

The refold

composition of M is (5, 81-DP where
↑

-

5 Sklog
,

S = 48 + 8

for any se(011).



Proof. The proof of this result relies on some neet

reduction technique: Reduction of approximate Dp to pure Dp !

If Ea(PID) So
E => pos such that

E (allp) 1 So Espila) = 0 a Esp= 0

&

TV(P ,picte
with this result

, we can prove the advanced composition result

using the previous composition result (for pure pp mechanisms).

D



Example: we wish to answer k adaptive queries

each of sensitivity one.

Privacy budget = (5, 5) & We want to mee Gaussian

mechanism :

According to advanced composition , b fold composition of

an 15. % )-Dp Gaussian mechanism is (aty,)* Note that here I ignore the first
term

in advanced composition !

n8 + 5 = 5348 =42tur 2& Variance of Gaussian noise
5 = 5/2

↳Furt
↳log48 log z

the



As you can see
,
s is a design parameter .

We need to picks

in a way that the resulting noise variance is minimal.

Another option for 5 in the above example is

S' So

This choice results in variance flog which is

strictly worse than what we had before



Renyi DP & composition results

Recall that differential privacy was intuitively defined by ensuring

M, & M are "close"
, according to HS divergence

I

why not other distance "measures ?

me already know that TV doesn't work.

It turns out that Rengi divergence is a good candidate.



Definition .
We say that a randomized mechanism M is

-

(Mironov 2017) (13) - Renyi DP (or KIS)-RDP) for 2x1 & 300

if Da(m11M)3

The main motivation [which made RDP extremely popular in AI]

is the following result :

Theorem
.

For
any <)1 ,

we have

D(P1(2x) + min D L)P? Byl)[D(P12x) + maxDLi (x=x)

In Particular
,
if Pxy = 4x . P & &

x
=& &Y ,

then :



Pa(4xyll&xy) = Pa(Py((ax)+ Py(Pyl(&y)-

Prof . See Lemma 2
.
2 of "concentrated Differential Privacy" by

Bun & Steinke.

this simple result leade to the Following simple composition result

that resemblee basic composition.

Theorem
-

Let M' be 139-RDP & M2 be (3) - RDP · Then
-

theircomposition is 19 , 5+52-RDP.
adaptive

Proof . Simple application the previous theorem.
-



adaptive
~

According to this result, R-fold composition of any (151-RDP
is K , k3)-RDP.

limitation of RDP · 1131-RDP guarantee doesn't enjoy

any operational interpretation ,
in terms

of hypothesis testing
.

In fact
,
it was shown* thatI

with a I has nothing to do with

binay hypothesisfesting performance.

- Read "Hypothesis testing interpretation & RDP" by Balle etal., AISTAT
2020



How to fix it ? RDP Privacy guarantee needs to be

converted back to approximate DP.

Theorem
.
If M isKig)-RDP with 231 ,

then it is (5, 8) -DP
-

Mironov with SE (011) & 2= 3 + blogY

Moments accountant : was the state-of-the-art technique for

studying composition of iterative algorithms
used for training Al models (Such as SGD).

we discuss it further later.


