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Abstract—In this paper, we present a hierarchical method that
decomposes a system into two subsystems, and restricts the inter-
action of the subsystems by means of an interface. We present def-
initions for two types of interfaces [represented as discrete-event
systems (DESs)], and define a set of interface consistency proper-
ties that can be used to verify if a DES is nonblocking and control-
lable. Each clause of the definitions can be verified using only one of
the two subsystems; thus, the complete system model never needs
to be constructed, offering potentially significant savings in com-
putational effort. Additionally, the development of clean interfaces
facilitates reuse of the component subsystems. Finally, we examine
a simple example to illustrate the method.

Index Terms—Automata, discrete-event systems (DESs), formal
methods, hierarchical systems, interfaces.

1. INTRODUCTION

N THE AREA of discrete-event systems (DESs), two
common tasks are to verify that a composite system, based

on a cartesian product of subsystems, is: i) nonblocking and ii)
controllable. The main obstacle to performing these tasks is the
combinatorial explosion of the product state space. Although
many methods have been developed to deal with this problem,
large-scale systems are still problematic, particularly for ver-
ification of nonblocking. In this paper, our goal is to develop
an architecture for DES that supports a scalable method for the
design and verification of nonblocking supervisory controllers.
For inspiration, we first turn to digital logic circuits. Com-
plexity is routinely managed by designers of microprocessors
for personal computers. These circuits are hierarchical in na-
ture, and are designed by using interfaces to limit the interac-
tion between different levels of the hierarchy. A complex system
is designed by first creating basic components, then adding an
interface that encapsulates the behavior of the component, and
provides an abstract model of the component’s operation with a
well-defined method of interacting with the component. These
components are combined to create a new, more complex, com-
ponent, with its own interface. At each step in the process, a
component is treated as a black box, and the designer only uti-
lizes the component’s interface. At no time is the designer al-
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lowed to modify the inner workings of a component or to “look
below” the interface. This keeps the complexity at each level
manageable. Although designing a single-level (“flat”) circuit
might generally be more efficient in terms of timing delay and
number of gates used, it would not be a practical or efficient de-
sign approach for large circuits as the amount of detail would
become prohibitive.

In software program design, similar ideas are at work. To deal
with the complexity of large scale systems, software engineers
have long advocated the decomposition of software into mod-
ules (components) that interact via well-defined interfaces (e.g.,
[1] and [2]). This approach is referred to as information hiding.
Some of its advantages are given here.

e Limits complexity by hiding unnecessary detail behind
interfaces.

*  Promotes independent development as once the module
interfaces are defined, each module can be designed sep-
arately.

e Provides a high degree of changeability by encapsu-
lating the behavior of a module. The implementation of
a module can be changed without affecting the modules
that use it since they are not permitted to reflect the inner
details or interact with the internals of the module.

e Provides a high degree of comprehensibility. Because
information is localized in modules and unnecessary de-
tails are hidden by the interface, it is much easier to un-
derstand a module.

e Provides a well defined hierarchical structure. This
structure guarantees that we can remove the upper
levels of our hierarchy, and what is left can be reused in
another application.

Both the black box methodology of circuits and the informa-
tion hiding approach of software, manage the complexity of de-
signing large scale systems by restricting the design to render it
easier to analyze, maintain and conceptualize. Our goal in this
paper is to develop a similar architectural approach for DES. The
method utilizes well defined interfaces between components that
are themselves DES. These “interface DES” provide a structure
allowing local checks to guarantee global properties such as con-
trollability and nonblocking. In order to achieve our ultimate goal
of scalability, we restrict the permissible system architectures and
sacrifice global maximal permissiveness to obtain a (generally)
suboptimal solution, but one that is more tractable.

A. Literature Review

Researchers in supervisory control have recently begun to
advocate interface based architectural solutions to dealing
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with complexity [3], [4]. These approaches develop interfaces
between components to provide structure that guarantees global
properties such as controllability [4] or nonblocking [3]. In
this paper, we present an interface-based hierarchical method,
called hierarchical interface-based supervisory control (HISC),
to verify if a system is nonblocking and controllable. Early
results of this work can be found in [3], [5]. While, in general,
the method can decompose the system into multiple “parallel”
subsystems (see [6] and [7]), for the purposes of this paper
(Part I of IT) we restrict our attention to the special case where
the system is split into two subsystems that interact via a single
interface DES. The most significant feature that distinguishes
this work from [4] is the results on nonblocking.

In [8], interface automata are used to model software
components and verify their compatibility. This work has
independently derived conditions for software component
interface compatibility that are similar to the interface consis-
tency properties presented in Section III-A. In [8], automata
representing component interfaces are directly composed to
produce the interface of the new composite component and a
refinement relation is developed to aid in refining a compo-
nent interface specification into an implementation. There is
no explicit concept of control, though implicitly component
inputs are considered uncontrollable and the component out-
puts are effectively controllable. In contrast we propose an
interface automaton that mediates communication between the
components in order to decompose the verification of global
nonblocking and controllability into “local” checks on each of
the components and their interface.

Related work by Fabian et al. [9], [10] applied object-oriented
concepts in the design of DES control software, and extended
supervisory control theory to the nondeterministic supervisors
which that approach required. Later, Shayman et al. [11] intro-
duced the concept of control and observation masks to encap-
sulate process logic. These approaches have two disadvantages
relative to interface based supervisory control: i) they do not ad-
dress issues related to nonblocking and ii) they require a more
complex mathematical setting than the deterministic automata
with synchronous product operator that is commonly employed
in supervisory control theory. By using interface DES to regu-
late subsystem interaction, we are able to impose architecture
without change to the standard DES setting.

One of the earliest and most useful methods designed to
handle the combinatorial explosion of the product state space
that results from systems composed of interacting subsystems
is modular control [12]-[15]. This method involves designing
multiple supervisors as opposed to a centralized supervisor,
each supervisor implementing a portion of the control spec-
ification. While the method scales well in practice for the
verification of controllability (see e.g., [16] and [17]), verifying
nonblocking of the closed loop system is still a problem.

In decentralized control [18]-[23], local supervisors, with
only partial observations of the plant, are designed as a group
to implement a global specification. While this is an effective
method to design distributed controllers, it still requires the
computation of the synchronous product of all of the plant
subcomponents (the composite plant) and thus offers no com-
putational savings over a centralized solution.
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One way to improve the scalability of modular and decentral-
ized schemes is to exploit the existing architecture of the system.
In [24], the concept of a specification that is separable over the
component subsystems is introduced and shown to be necessary
and sufficient for a decentralized control scheme to exist that
optimally meets the specification. The work does not consider
nonblocking supervision. These results are extended to a more
general architecture in [25] that deals with nonblocking by de-
tecting potential blocking states locally and then backtracking
globally to determine their reachability. The structure associ-
ated with the event sets of subsystems is exploited in [14] to
obtain a reduction in complexity for the nonconflicting check
of modular control. Similarly the standard controllability defi-
nition has been refined and localized in [26] to check on a per
subplant basis only those uncontrollable events that can occur
locally.

Another approach is embodied by vector DES (VDES) [12],
[27], [28] and Petri nets (PNs) [29]-[31]. These state based
methods make use of the algebraic regularity inherent in cer-
tain systems. They are used when the state of the system can be
represented as a vector of integers, whose components are incre-
mented or decremented by events. These methods are primarily
useful for systems with a high degree of regularity that lend
themselves to vector representation. However, the VDES/PN
models are not well adapted to the synthesis or verification of
nonblocking controllers without first converting the models to
automata by means of the reachability graph [32].

A promising approach is the development of a multilevel
hierarchy. In order to aid in classification, we make a distinc-
tion between structural multilevel hierarchies with explicit
mechanisms (modeling constructs) to facilitate hierarchy (e.g.,
[33]-[36]) as opposed to aggregate (bottom up) multilevel
hierarchies which we will discuss later. In structural multilevel
hierarchies, plants and supervisors are modeled as multilevel
structures similar to automata, except that certain states at a
given level can be expanded into a more detailed lower level
model. Although [35] allowed a system to be represented
hierarchically using cartesian products (AND superstates)
or disjoint unions (OR superstates), AND states had to be
converted to OR states using the synchronous product before
computations could be effectively performed. Similarly, [34]
was restricted to using only OR states. Both approaches could
verify controllability, but did not address nonblocking. Re-
cently, these limitations have been overcome by Ma ef al. [36]
who, with the use of binary decision diagrams (BDDs) [37],
has been able to verify controllability and nonblocking for a
system on the order of 102 states.

The next approach of interest is the model aggregation
methods [38]-[47]. In these approaches, aggregate models are
derived from low-level models by using either state-based or
language-based aggregation methods. Although this approach
can be effective in constructing high-level models with reduced
state—spaces, they have some drawbacks.

. In hierarchical methods such as [46], [47], and [43],
there is no direct connection between control actions at
the high-level, and at lower levels. To create an imple-
mentation, a control action at the high-level may need
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to be “interpreted” as equivalent control action(s) at the
low-level.

. Aggregate models must be constructed sequentially
from the bottom up, starting from the lowest level;
thus, a given level cannot be constructed and verified in
parallel with the levels below it, making a distributed
design process difficult.

. The DES methods provide necessary and sufficient
conditions for checking controllability, and in many
cases nonblocking, using the aggregate models. While
this is desirable, it causes the individual levels to be
tightly coupled; a change made to the lowest level may
require that all aggregate models and results have to
be re-evaluated. In contrast, the sufficient conditions
of interface based supervisory control that we develop
allow us to design and verify levels independently,
ensuring that a change to one level of the hierarchy
will not impact the others. This independence comes
at the cost of possible false negatives forcing an overly
conservative design.

We also note the related work in hybrid systems of Moor et
al. [48] who have developed a multilevel aggregation approach
inspired by [46], [47]. This new approach is different as they use
an input—output structure to represent both time and event driven
system dynamics, allowing them to verify both controllability
and nonblocking results.

In contrast to the majority of approaches which apply math-
ematical techniques to produce aggregate models of an existing
system, our method of restricting component interaction to well
defined interfaces provides a design heuristic to guarantee scal-
ability by construction.

The last approach we discuss is the use of symbolic methods
to represent the transition structures underlying DES [49].
Zhang et al. [50], [51] have recently developed algorithms
that use integer decision diagrams (an extension of BDDs) to
verify centralized DES systems on the order of 1023 states.
That work builds on results of symbolic model checking [52],
[53] that have successfully used BDDs to handle systems of
similar size. The ability of such symbolic methods to handle
large state spaces is highly dependent upon finding a variable
ordering for the data structures that can exploit the system’s
regularity. In [50] and [51], it was found that the symbolic
methods were most effective when the interconnection matrix
of system components was diagonalizable (i.e., interaction of
subsystems was limited to “adjacent” components). By forcing
the interaction of subsystems to pass through interface DES,
our interface based supervisory control should have the effect
of limiting component interaction in just the right way to allow
the effective application of symbolic techniques.

Finally, we note that the interface DES that support our
system architecture differ from the “interface processes” em-
ployed in compositional model checking [54]. In the latter, an
interface process is an aggregate model that is used as a re-
placement for a particular subsystem to produce a reduced-state
model that facilitates verification. For example, let P;,7 = 1,2
be subsystem models and 1) be the temporal logic formula of
interest. In order to verify that Py || P2 = 1 by compositional
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model checking, P» might be replaced by an aggregate “inter-
face process” Ao such that if Py || Ao | 1 then Py | Py = 4.
In the following sections, we first describe the general set-
ting and provide preliminary definitions. We then present a set
of (local) consistency requirements that the interface and sub-
systems must satisfy to guarantee global nonblocking and con-
trollability. We then provide a small illustrative example.

II. DES PRELIMINARIES

Ramadge—Wonham supervisory control [55], [56], [12] pro-
vides a theoretical framework for the control of DESs, systems
that are discrete in space and time. For a detailed exposition of
DES, see [12]. Here, we present a summary of the terminology
that we use in this paper.

Let X be a finite set of distinct symbols (events), and X* be
the set of all finite sequences of events, including ¢, the empty
string. Let L C ¥* be a language over .. A string t € X" is a
prefix of s € X* (written ¢ < s) if s = tu, for some u € ¥*.
The prefix closure of a language L C X* (denoted L) is defined
as

L={teX*"|t< sforsomes € L}.

Let Pwr(X) denote the power set of 3. For language L, the
eligibility operator Elig;: ¥* — Pwr(X) is defined as below.
Let s € X*. Then

Elig;(s) := {0 € ¥|so € L}.
A DES automaton is represented as a 5-tuple
G = (Y, 27 67 y07 Y’m)

where Y is the state set, X is the event set, the partial function
0:Y x ¥ — Y is the transition function, y, is the initial state,
and Y,,, is the set of marker states. We will also use the nota-
tion Y as a shorthand for the event set that DES G is defined
over. This is an easy way to refer to the alphabet given in the
5-tuple definition of G, particularly in situations when it is not
explicitly stated (for example, in the case of a DES created by
the synchronous product operator below). The function § is ex-
tendedto 6 : Y X ¥* — Y in the natural way. The notation
8(y, s)! means that ¢ is defined for s € 3* at state y.

For DES G, the language generated is denoted by L(G), and
is defined to be

L(G) = {5 € * | 6(yo 8)'}
The marked behavior of G, L,,(G), is defined as follows:
L, (G) :={s € L(G) | 6(yo, 8) € Yin }.

LetX =3;UYy, Ly C ¥j,and Ly C ¥5.Fori =1,2,s € ¥*,
and 0 € 3, we define the natural projection P;: ¥* — X7
according to:

_Je o gl
Fio) = {a, ifoey;
P;(so) = P;(s)P;(0).

Pi(e)=¢
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The synchronous product of languages 1.; and L5, denoted
Ly || La, is defined to be

Ly || Ly = P (Ly) N Py (L)

where P,': Pwr(X¥) — Pwr(X*) is the inverse image func-
tion of P; (see, e.g., [12]).

The synchronous product of DES G; =
(Y17217517y017ym1) and G2 = (Y27 227527y027ym2)9
denoted G1||Ga, is defined to be a reachable DES G with the
properties!

Li(G) = Lin(G1) || Lin(G2)
L(G) = L(Gl) || L(G2)
and event set X = X1 U Xo.

For DES, the two main properties we want to check are non-
blocking and controllability.

Definition 1: A DES G is said to be nonblocking if the fol-
lowing is true:

To control the plant, we define a supervisor. As this paper fo-
cuses on verification and not synthesis, we will use the terms su-
pervisor and specification interchangeably as we require that all
specifications be controllable. The supervisors are represented
as automata and defined as follows:

S = (X, ES7€7$O7Xm)'

In this paper, we will use the synchronous product operator to
specify the closed-loop behavior as this makes data entry easier
and less error prone, particularly when using a graphical editor
to specify and display the supervisor. This means that the be-
havior of a plant G1 = (Y1, %1, 61, Yo, , Ym, ) under the control
of a supervisor S is

System := G || S.

We now present a formal definition for controllability. We
adopt the standard partition 3 = ¥, U X, splitting our alphabet
into uncontrollable and controllable events. We then need to
define the event set X, the natural projections P; and Ps, and
languages L, and Lg as follows:

Yi=XUXs Pi:¥"—3X] Ps:Y¥*— 3%
Lg, = PT'L(Gy) Lg:=P;'L(S).

Definition 2: A supervisor S is controllable for a plant G if
ESEU N ‘CG1 g LS
or, equivalently

(Vs € La, N Ls) Elige, (s) NYy C Eligy (s).

'We are overloading the || operator here by using it for both languages and
DES, but this should not cause confusion as the choice of arguments will make
the meaning clear.
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III. SERIAL CASE SETTING

With the serial case of hierarchical interface-based super-
visory control, we propose essentially a master—slave system,
where a high-level subsystem sends a command to a low-level
subsystem, which then performs the indicated task and sends
back a reply. Fig. 1 shows conceptually the structure of the
system.

To allow the system to be designed, maintained and verified
on a component-wise basis, we impose an interface between
the two subsystems that limits their interaction and knowledge
of each other. The goal is to be able to work with each sub-
system individually, requiring no information about the other
subsystem beyond that provided by the interface.

To capture the restriction of the flow of information imposed
by the interface, we split the alphabet of the system () into four
pairwise disjoint alphabets: X7, ¥ 1,, X g, and X 4. The events in
Y are called high-level events and the events in X7, low-level
events as these events appear only in the high-level and low-level
models, respectively.

The alphabets X and X 4 are called collectively interface
events. These events are common to both levels of the hier-
archy and represent communication between the two subsys-
tems. Events in X are request events and represent commands
sent from the high-level subsystem to the low-level subsystem.
The events in ¥4 are answer events and represent the low-
level’s responses to the request events (high-level commands).
Fig. 1 shows conceptually the flow of information in our setting.

In the remainder of this section, we will first define two types
of interfaces, and then some useful terminology and notation.

A. Interface Definitions

In this section, we present two interface definitions: star in-
terfaces and command-pair interfaces. As we will see later, star
interfaces are a special case of command-pair interfaces.

We start by describing a star interface as it has a regular struc-
ture and is thus easy to construct. To define a star interface, the
designer selects a set of request events, and then for each request
event, the designer defines a set of answer events. In essence, the
designer defines a map Answer: Y — Pwr(X4). For p €
Y r,Answer(p) is the set of possible answers (referred to as

Authorized licensed use limited to: McMaster University. Downloaded on May 27, 2009 at 16:34 from IEEE Xplore. Restrictions apply.



1326

Pis Pas oo s PrC 2

P
Answer( p,)

2

Fig. 2. Star interface.

Fig. 3. Example command-pair interface.

the answer set) the low-level subsystem could provide after re-
ceiving request p. We also add the constraints that the low-level
subsystem must provide at least one response for each request
it receives, and that > 4 does not contain any unused events. Fi-
nally, we see in Fig. 2 how a star interface, with n = |Xg|, is
expressed as a DES. The required structure is given by DES G .
We also require that the event set of Gy be setto g U X 4.

We now define command-pair interfaces which were de-
signed as a generalization of star interfaces. A key difference
is that the “star” shape is no longer required. A command-pair
interface still always has a request event followed by an answer
event, but it can now contain additional state information.
For example, in Fig. 2 all possible request events are defined
at the initial state. When an answer event has occurred, it
always returns the star interface to the initial state, and thus the
same choice of potential request events. With a command-pair
interface we can have a DES structure as illustrated in Fig. 3.
Request events p; and po might represent the regular behavior
of the system, while «3 and p3 represent breakdown and repair
of the system. A command-pair interface allows the flexibility
of only having the repair event eligible after a breakdown.

For the remainder of this work, when we refer to an interface
we will mean explicitly a command-pair interface, and we will
use the two synonymously. We define a command-pair interface
as follows.

Definition 3: A DES G = (X,XrUY4,&, 70, X)) is @
command-pair interface if the following conditions are satis-
fied:

Ay L(Gp) €

(Sr-Za)%
B) Ln(Gr)=(

Yr. EA) ﬂL(G])
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High level

Low level
Gy

Fig. 4. Two-tiered structure of system.

Note G ’s event set is restricted to request and answer events
and that the two sets must be disjoint. Taken together, points
A) and B) imply that request event transitions are only defined
at marker states and that there are no answer events defined
at marker states. Point A) says that in the language of G, a
request event always occurs first and then request and answer
events alternate. Finally, point B) implies that the marked lan-
guage of G consists of the empty string, and strings that end
in an answer event. We observe that star interfaces are a special
case of command-pair interfaces.

B. Terminology and Notation

We now present some terminology and notation that will be
useful in simplifying proofs. For our setting, we assume the
high-level subsystem is modeled by DES Gy (defined over
event set YUY rU 4), the low-level subsystem by DES Gy,
(defined over event set 7 UY gpUY. 4), and the interface by DES
G . Also, the term high-level will mean the DES Gy || Gy, and
the term low-level the DES G, || G. The overall structure of
the system is displayed in Fig. 4.

We next assume that the alphabet partition is specified by
Y = YU USRUY 4 and define the flat system G as below.
By flat system, we refer to the equivalent DES that would rep-
resent our system if we ignored the interface structure

G=Gy||GL| G-

To simplify the notation in proofs, we introduce the following
event sets, natural projections, and useful languages:

Yr:=YrUY,4 Prg: X" — Xy
Yrg = XygUXgpUsa Prp: ¥ — X5,
YL i=3pUNpUY, P Y — 3%
W= Pt (UG, M= Pi (L (Gi) € 3
Li= PM(L(GL), L= P (Ln(Gr)) € 5
T:= P (L(Gy)), Im:= P YL (G1)) C ="

Whereas the representation of the system as given in Fig. 4
(called the serial subsystem based form) is useful for verifying
nonblocking as it simplifies the notation, it ignores the distinc-
tion between plants and supervisors. For controllability, we need
to split the subsystems into their plant and supervisor compo-
nents. We will do so as shown in Fig. 5.

We next define the high-level plant to be G%,, and the high-
level supervisor to be Sy (both defined over event set Xrg).
Similarly, the low-level plant and supervisor are G and Sy,
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G, =G || S,
High level

Low level

Fig. 5. Plant and supervisior subplant decomposition.

(defined over event set X77). To be consistent with the serial
subsystem-based form, we define the following identities for
the high and low-level subsystems as below. We will refer to
this new representation as the serial system general form as the
original representation can be recovered from applying these
identities

GH = GI;I || SH GL = Gzi || SL.

We now define our flat supervisor and plant as well as some
useful languages as follows:

Plant := GII){ || Gg Sup = SH “ SL “ GI

HP = PI_HIL(G?{% Sy = PI_I}L(SH)
L7 =Pl L(Gr), Spi= P L(SL)

cyr
C =*

IV. SERIAL INTERFACE CONSISTENCY, NONBLOCKING, AND
CONTROLLABLE

In this section, we present the interface properties that our
system must satisfy to ensure that it interacts with the interface
correctly, as well as the nonblocking and controllability require-
ments each level must satisfy. Together they provide a set of
local conditions that can be evaluated using at most one level of
our hierarchy at a time. We then present several useful proposi-
tions for nonblocking, followed by our main nonblocking result.
This is followed by controllability propositions and our main
controllability result.

A. Definitions

Our first definition is the serial level-wise nonblocking defi-
nition. It requires that each level be individually nonblocking.

Definition 4: The system composed of DES Gy, G, and
G, is said to be serial level-wise nonblocking with respect to
the alphabet partition ¥ := Xz UX  UX RUX 4, if the following
conditions are satisfied:

I HnNZI, =HNTI,

m £L,NnZ,=LNT
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The next definition states that the system is serial level-wise
controllable if, for the given distributed supervisor, the high-
level supervisor is controllable for the high-level plant combined
with the interface (by III) and that the low-level supervisor syn-
chronized with the interface is controllable for the low-level
plant (by II). At first glance, it may appear that the language 7
is unnecessary in IIT and could be removed, but doing so would
be too restrictive. This can be seen from the example in Sec-
tion V where not only is the high-level supervisor by itself un-
controllable for the high-level plant, the supremal controllable
sublanguage would be the empty set.

Definition 5: The system composed of plant components
G%;, G, supervisors Sy, Sy, and interface Gy, is said to
be serial level-wise controllable with respect to the alphabet
partition ¥ := YUY UXRUY 4, if the following conditions
are satisfied.

D The alphabet of G’;{ and Sy is Xyp, the alphabet of

G’ and Sy is X1z, and the alphabet of G is Xj.

I (Vse LPNSLNI)Elg,,(s) N X, C Eligs, A7 (5)-

I (Vs € H? NI N Sy)Eligyn7(s)NE, C Eligg,, (s).

Finally, we present the serial interface consistency definition.
It defines the interface properties that our system must satisfy to
ensure that it interacts with the interface correctly. It limits the
information each level can have about the other, and what as-
sumptions they can make about each other. We will then briefly
discuss each property.

Definition 6: The system composed of DES Gp, G, and
G, is serial interface consistent with respect to the alphabet
partition Y3 := YUY UXrUN 4, if the following properties
are satisfied.

Multilevel Properties

1) The event set of G is X1y, and the event set of G,

is X IL-

2) G is a command-pair interface.

High-Level Properties

3) (Vs e HNI)Elig;(s) N X4 C Eligy (s).

Low-Level Properties

4) (Vs € LNI)Eligs(s) N X C Elig,(s).

5) (Vs e ¥*XrNLNI)

Elig, ~7(sX7) N X4 = Eligz(s) N X4

where Elig;7(sX7) := Uies: Elig 7 (sl).
6) (VseLnND)se€ly= (3 eXi)sl € LiyNIy.
Prop 1) This property asserts that the high and low-levels
can only share request and answer events. This
is an information hiding statement. It restricts the
high-level subsystem from knowing (and directly
affecting) internal details about the low-level sub-
system (i.e., to be able to view/disable low-level
events) and vice versa.
This property states that DES G satisfies the defi-
nition of a command-pair interface.
This property asserts that the high-level subsystem
(Gg) must always accept an answer event if the
event is eligible in the interface. In other words, the
high-level subsystem is forbidden to assume more

Prop 2)

Prop 3)
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about when an answer event can occur than what is
provided by the interface.

This property asserts that the low-level subsystem
(Gr) must always accept a request event if the
event is eligible in the interface. In other words, the
low-level subsystem is forbidden to assume more
about when a request event can occur than what is
provided by the interface.

This property asserts that immediately after a re-
quest event (some p € X ) has occurred (and be-
fore it is followed by any low-level events), there
exist one or more paths via strings in 7 to each an-
swer event (i.e., all « € Answer(p), assuming that
we are dealing with a star interface) that G says
can follow the request event. However, as soon as
a single low-level event has occurred, one or more
answer events may no longer be reachable.

This property asserts that every string marked by the
interface and accepted by the low-level subsystem,
can be extended by a low-level string to a string
marked by the low-level (both G; and Gp).

Prop 4)

Prop 5)

Prop 6)

B. Nonblocking Propositions and Theorem

We will now present Propositions 1)-5), followed by our
main nonblocking result. The following propositions perform
two tasks: they break down the main theorem into a more man-
ageable size, as well as provide useful results that can be reused
in future work.

Our first proposition is the low-level nonblocking proposition.
It asserts that the low-level is not dependent on high-level events
to reach a marker state.

Proposition 1: If the system composed of DES Gy, Gy,
and Gy is serial level-wise nonblocking and serial in-
terface consistent with respect to the alphabet partition
Y= EHUELUERUEA, then

VseHNLNI)3 e X7 )(sl e HN L,y NTy).

Proof: See the proof in [7]. [ |

Our next proposition is the low-level linkage proposition. It
asserts that if the high-level can be driven to a marker state, the
low-level can be brought to a marker state by a string containing
events that are ignored by the high-level.

Proposition 2: 1If the system composed of DES Gy, Gy,
and Gy is serial level-wise nonblocking and serial in-
terface consistent with respect to the alphabet partition
Y= EHUELUERUEA, then

(Vs € LN Hp NT,0) (31 € 5 )sl € Hy N Loy NIy,

Proof: See the proof in [7]. ]
We group the next three “construction” propositions together,
as each builds upon the previous one. Our first proposition is
the one-step construction proposition. It asserts that we can use
string h as a basis to construct string u by adding low-level
events so that the low-level subsystem will accept the request
and answer event contained in h. As these events are common
to both levels, they must agree on their occurrence.
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Proposition 3: 1f the system composed of DES Gy, Gy,
and Gy is serial level-wise nonblocking and serial in-
terface consistent with respect to the alphabet partition
Y= EHUELUERUEA, then

(Vse HNLNI)(Vh € X5 XR.X5.24)
she HNIT = Fue ) (sue HNLNZI,,)
A (P[H(U) = }L)

Proof: See the proof in [7]. [ |

Our next proposition is the inductive construction proposi-
tion. This proposition is different from Proposition 3) as that
proposition only handled the case that the string h contains ex-
actly one answer event (i.e., only one command-pair), while this
proposition allows h to contain one or more answer events (i.e.,
multiple command-pairs).

Proposition 4: If the system composed of DES Gy,
G, and Gy is serial level-wise nonblocking and serial
interface consistent with respect to the alphabet partition
Y= EHUELUERUEA, then

(Vse HNLNZ,,)(Vh € E1g.24)
she HNI = (Fu € &*)(Pru(u) = h)
A(su€e HNLNTIy).

Proof: See the Appendix. ]

The last proposition of the three is the general construction
proposition. This proposition is more general than Proposition
4) as it handles the case that string 4 does not contain answer
events or does not end in an answer event. It makes use of
Proposition 4) to handle the other cases.

Proposition 5: If the system composed of DES Gy, Gy,
and Gy is serial level-wise nonblocking and serial in-
terface consistent with respect to the alphabet partition
Y= EHUELUERUEA, then

(Vse HNLNZ,)Vh € X7g)
sh € Hpy NIy = (Fu € X°)(su € Hyy N Ly NIy,)
A (P[H(u) = h) A (P](u) € {6} U ERE})

Proof: See the Appendix. |

We now present our main result for this section. In essence,
the theorem says that if the high-level and low-level are indi-
vidually nonblocking, and the system is serial interface consis-
tent, then the nonblocking property will be preserved by the syn-
chronous product operation.

Theorem 1: If the system composed of DES Gy, G, and
G isseriallevel-wise nonblocking and serial interface consistent
with respect to the alphabet partition ¥ := Y gUMNpUN g U 4,
then

L(G) = L,,(G), where G =Gpg| G| Gr.
Proof: Assume system is serial level-wise nonblocking
and serial interface consistent. €))]
As L,,(G) C L(G) is automatic, it suffices to show L(G) C
L.(G).
Letse L(G)=HNLNT 2)

We will now show this implies s € L,,(G)
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It is sufficient to show
(Fu e %)su € Ly, (G) = Hpy N Ly NIy,

As s € HN LNZ [by (1)] and by Proposition 1 we can
conclude: (31 € ¥3,)sl e HN L, N Ty, (3)

As sl € HNZ [by (3)], we can apply Point I of the level-wise
nonblocking definition, and conclude

(3B € £*)slh' € Hyy N Ipm. @
We next note that: ()

P]H(Slh/) = P]H(SZ)P]H(}ZI) = P[H(SI)P[H(P]H(}L/))
= P]H(SZP]H(h/)).

As Hpm = Pr7(Ln(Gg)), (4) and (5) implies that:
PIH(SZPIH(h/)) € Lm(GH) and thus SZP]H(}ZI) € Hpm. (6)
As X1 C X7y, we can use (5) to conclude

P[(S”Ll) = P[(SIP[H(}L/)).

Noting that Z,,, := Py *(L.,(G7)), we can use the same logic
as (6) and conclude that: sIPrg(h') € Zp,.
Combining with (6), we have: slPrg(h') € Hy NIy
Thus, take h = Prgy(h') and we have
heXiy and slh € Hp, NI, @)
Since sl € HN L NZ, [by (3)] and by Proposition 5 (take
sl to be string s in proposition) we can conclude

(Fu' € ¥*)slu' € Hyy N Loy NI,

We then take v = [u’ and we have su € H,,, N L,, N L,, =
L, (G), as required. ]

C. Controllability Propositions and Theorem

We will now present two supporting propositions, followed
by our main controllability result. Our first proposition asserts
that if the system is serial level-wise controllable, then G; and
Sy, are together controllable for the system’s flat plant.

Proposition 6: 1If the system composed of plant components
G?I, Gfi, supervisors Sgr, Sy, and interface Gy, is serial level-
wise controllable with respect to the alphabet partition ¥ :=
EHUELUERUZA, then

(Vs € L(Plant) N S N T)
Eligr(prant)(s) N X C Eligs, 17().

Proof: See proof in [7]. [ |

The last proposition asserts that if the system is serial level-

wise controllable, then S g is controllable for our flat plant when
it is already under the control of the interface.
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Proposition 7: 1f the system composed of plant components
G%, G’E, supervisors Sgr, Sy, and interface G, is serial level-
wise controllable with respect to the alphabet partition ¥ :=
EHUELOERUEA, then

(Vs € L(Plant) N T N Sx)
Eligy, (prant)nz(8) N Xu C Eligg,, (s).

Proof: See the proof in [7]. [ |

We now present our main result for this section. In essence,
it asserts that if the system is serial level-wise controllable, then
controllability can be checked for each level separately in order
to determine that the system’s flat supervisor is controllable for
the system’s flat plant.

Theorem 2: If the system composed of plant components
G%,, G4, supervisors Sy, Sy, and interface G, is serial level-
wise controllable with respect to the alphabet partition ¥ :=
EHUELUERUEA, then

(Vs € L(Plant) N L(Sup))
EligL(Plant)(s> Ny C Eth(Sup)(s)

Proof: Assume the system is serial level-wise
controllable. @))]
Let s € L(Plant) N L(Sup) and 0 € Elig/,prant)(s) N
Y- 2)
From (2), we have s € L(Plant) N L(Sup) = H? N LP N
SgnNSyNI. 3)
We also have so € L(Plant) = H? N L?. 4)

It suffices to show that soc € Sy NS, NZ = L(Sup).

From (3), we have s € H*NLPNS,NZ = L(Plant)NS,NT.

By Proposition 6), we can conclude: so € S N 7. (®))

Using (4) and (5), we have so € HP N LP N T.

= 0 € Eligy, prant)nz(s) N L.

As s € L(Plant) NZ NSy [by (3)], Proposition 7) implies:
so € Sy.

Combining with (5), we have so € Sy NSy, NZ, as required.

|

The HISC approach achieves its computational advantage over
the standard monolithic approach by transforming the problem
from verifying properties for a single large system (nonblocking
and controllability), to a series of local verifications (using the
structure of the system) on two smaller systems that together rep-
resent the original system. If these conditions fail, we modify the
two systems until the local conditions are satisfied. In essence,
we test that the two smaller systems are nonblocking and con-
trollable and then we provide conditions that guarantee that these
properties are closed under the synchronous product.

The advantage of this can be seen immediately when we con-
sider the case that each of the two subsystems has on the order
of 106 states, the limit with our personal current computing re-
sources of monolithic automata based algorithms.? This means
that we can now handle a system on the order of 10'? states with
the same computing resources.

2By automata-based algorithms, we mean algorithms that extensionally repre-
sent the states and transitions of the DES, as opposed to using symbolic methods
as in [50] and [51].

Authorized licensed use limited to: McMaster University. Downloaded on May 27, 2009 at 16:34 from IEEE Xplore. Restrictions apply.



1330

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 50, NO. 9, SEPTEMBER 2005

Cell 3: Attach Case Cell 2: Attach Part
start_case

>

g

=

lO

8

o

compl_case
f —
4 fin_exit str_exit  Path Flow Model
,‘.:"' = o< * Packaging System
8 take_ite @
o part_ent part_arrl  part_lvl partLvExit e_item . E—-
part_1v3 % >
rt_arr2
part_arr] o
recog_B allow_exit
= (i
Cell 1: Polish Part dip_acid,

polish

start_pol

compl_pol

Fig. 6. Block diagram of plant.

Of course, this increased scalability comes with a price:
A more restrictive architecture and, thus, the possible loss of
global maximal permissiveness. We feel the tradeoff is worth-
while due to the increase in scalability and the other benefits of
our approach. In particular, restricting the flow of information
and localizing behavior into components has great benefits
in terms of maintainability and reusability. This means that
changes to one component won'’t affect the others, and that once
the interface is defined each component can be designed and
verified separately. For instance, a low-level can be designed
and verified once and be used with any high-level that satisfies
the interface conditions. This would allow vendors to create
preverified libraries. As similar information-hiding approaches
are standard practice in hardware and software design, we are
confident that our approach will prove to be valuable.

In [6], we generalize the HISC setting to the parallel case.
In the parallel case, we allow n > 1 low-levels. We will defer
a formal complexity analysis on the HISC method until [6], as
the serial case is the special case of n = 1.

V. SIMPLE MANUFACTURING EXAMPLE

We now present a simple manufacturing example to illustrate
the method for the serial case. The example presented was in-
spired in part by the examples given in [35] and [57]. A larger
example making use of the parallel extension of the theory will
be presented in [6].

In the following sections, we will describe our problem set-
ting, and then present the original plant components. We will
then assign them to a particular level of our hierarchy, aug-
menting if necessary the low-level plant models so that they
work better with an interface. We will then define the interface,
supervisors, and finally present the complete system. We will
conclude by demonstrating that the flat system is nonblocking
and that the flat supervisor is controllable for the flat plant.

A. Description of Manufacturing Unit

As shown in Fig. 6, the manufacturing unit is composed of
three cells connected by a conveyor belt. In front of each cell, is
a part acquisition unit that automatically stops a part and holds it
until it is given a release command. Parts enter the system at the
far left and exit at the far right. After the item exits the conveyor
system, it goes to a packaging machine.

The associated plant models can be seen in Fig. 7, namely At-
tach Case to Assembly, Polish Part, Attach Part to Assembly,
Packaging System, and Path Flow Model. Table I defines ab-
breviations used for the event labels in the figures. For example,
event str_ptA, which occurs in Cell 2 of Fig. 6 and the Attach
Part to Assembly subplant in Fig. 7, corresponds to the cell
starting work on a type A part.

B. Defining Infrastructure

The first step in the process is to decide which plant models be-
long to the high-level subsystem, and which to the low-level sub-
system. The division wehavechosencanbeseeninFig. 7. We have
added plant model Define New Events which introduces events
attch_ptA, attch_ptB, finA _attch, and finB_attch. These events pro-
vide a more versatile means to interact with cell 2.

We define our interface to be the DES G shown in Fig. 7.
We define the alphabet partition ¥ := YU UXpUY 4 as
follows:

Y r = {start_pol, attch_ptA, attch_ptB, start_case}

¥ 4 = {comp_pol, finA _attch, finB_attch, compl_case}

Y g = {part_ent, part_arrl, part_Iv1, partLvExit
str_exit, fin_exit, part_arr2, recog_A, recog_B
part_lv2, part_arr3, part_lv3, take_item
allow _exit, package}

Y1, = {take_pt,str_ptA, str_ptB, compl_A, compl_B
ret_pt, dip_acid, polish, str_rlse, attch_case}.
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Fig. 7. Complete system definition.

C. Designing Supervisors

Now, that we have defined our interface, we design the
low-level supervisors that will provide the functionality for the
request events, and give meaning to the answer events. The
idea is for the low-level to offer well-defined “services” to the
high-level.

For cell one, we want the sequence dip_acid-polish to be re-
peated twice, after a start_pol event occurs. The supervisor is
shown in Fig. 7, and is labeled Polishing Sequence. For cell
two, we have to provide supervisors so that the cell reacts ap-
propriately when events attch_ptA and attch_ptB occur. We also
must guarantee that answer events finA_attch and finB_attch only
occur when they have the appropriate meaning. The DES Affix
Part in Fig. 7 shows how this is done.

We now design high-level supervisors that use the interface.
Fig. 7 shows a supervisor (Sequence Tasks) that allows a part
to visit each cell, executes the appropriate command for the cell
and the part type, and then allows the part to leave the conveyor
system. The figure also shows a supervisor (Exit Buffer) that
implements a two item buffer for the packaging system.

In this paper, all supervisors are designed for their level as
modular supervisors. The supervisors are designed by hand to
meet the given specifications, and then verified that they are lo-
cally controllable and that they do not cause the local plant to
block (i.e., they satisfy their portion of the serial level-wise non-
blocking and serial level-wise controllable definitions). If they
are not, they are modified until they are controllable and non-
blocking. If a subsystem fails to satisfy its share of the interface
properties, then it is modified until it does satisfy them.

D. Final System

We are now ready to define our system components. Fig. 7
shows our high-level subsystem, plant, and supervisor, DES
Gy, GI;LI, and S 7. We also have our low-level subsystem, plant,
and supervisor, DES G, Gi, and Sy. They are defined to be
the synchronous product of the indicated automata.

Examining our system, we found it to be serial interface con-
sistent, serial level-wise nonblocking, and serial level-wise con-
trollable. We can thus conclude by Theorem 1 that the flat
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system is nonblocking, and by Theorem 2 that the flat super-
visor is controllable for the flat plant.

VI. CONCLUSION

In this paper, we have presented a method for DES design
and verification that implements many of the concepts of infor-
mation hiding, thus providing benefits such as independent de-
velopment, high degree of changeability and comprehensibility,
and an excellent means to manage complexity by hiding unnec-
essary detail behind interfaces.

Hierarchical interface-based supervisory control offers an ef-
fective method to model systems with a natural client-server ar-
chitecture. The method offers an intuitive way to model and de-
sign the system. As each requirement can be verified using only
one of the two subsystems, the entire plant model never needs
to be constructed or traversed (in computer memory), offering
potentially significant savings in computation.

It is clear from the definitions in Section IV, that once we have
defined our interface and event partition, evaluating our high and
low-level subsystems for compliance can be done independently
of each other. This means we can evaluate one high (low) level
subsystem and use it with any low (high) level subsystem that
satisfies the low (high) level portion of our definitions for the
given interface and event partition. This provides us with the
infrastructure required for component reuse.

APPENDIX
PROOFS OF SELECTED PROPOSITIONS

Proposition 4:

Proof: Assume system is serial level-wise nonblocking
and serial interface consistent. €))]
Letse HNLNZy,,he XX, andshe HNT )
Let n be the number of answer events in string h. This implies

(th,hg,.. .y hy € (EHUZR)*.ZA)hth co.hp=h. (3

From (2), we have: shihs...h, € HNT 4)
Using an inductive proof, we will now show

(Fuo, v, ..., u, € X¥)
(swouy ... u, € HNLNI,,)

A (Prg(uouy ... up) = hohy ... hy), where hy :=e.

Claim to be Proven: For k € {0,1,...,n}, there exists
U, U1, - . ., up € 2* such that the following are true: 5)

a) PIH(u(Jul...uk) = hohl...hk;

b) sugty ... ur € HNLNL,.

We will first prove the initial case (k = 0), and then the gen-
eral case of k € {1,...,n}. We can then conclude by induction
that the claim has been proven.

Initial Case: k = 0

We take ug = € and we have Prg(ug) = ho.

We have s = sug € HNLNZI, as sug = sand s €
‘H N LNZ, by (2). Initial case complete.

Inductive Step: Let k € {1,...,n}. Assume
Jug, w1, ..., upk—1 € X* and that they satisfy (5) for
k-1 (6)

We note: shohy ... hy € HNZ, by (4). (7)
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We now note
PIH(su()ul . uk_lhk)
= PIH(S)PIH(UIOUI .. .U,k_l)P[H(hk)
= P]H(S)}Lohl e hkflle(hk) by (6)
:P]H(Shohl...hk). (8)

As H := P;7(L(Gg)), (7) and (8) imply that
PIH(sugul . ..uk_lhk) € L(GH) and, thus

suguy ... ug_1hy € H. )

Since ¥y C Xjrg, we can conclude by (8) that
Pr(suouy ... ug—1hg) =  Pr(shohi...hy). As T =
P;Y(L(Gr)), (7) implies that Pr(suouy ... ug—1hy) € L(G)
and with (9)

SuoUy ... Ug—1hy € HNZI. (10)

We note that
P[(SUoul .. .ukfl) € Lm(GI) by (6). (11
By (10), we have Pr(suguy .. .ur—1hi) € L(Gr). 12)

Wenote hy, € (XgUXR)*.X 4 [by (3)] implies that Pr(hy) €
DI IP

We have P](SU()ul ce uk_l) S (EREA)* n L(G]) by (11)
and point B) of the command-pair interface definition. (13)

Point A) of the command-pair interface definition implies
that only a request event can follow Pr(suguy ...ug—1). (14)

From (12), we have: Pr(suguq...ugp—1hg) =
P](SUgul .. .uk_l)P](hk) € L(G])

= P](hk) € EREEEA by (3) and (14).

By point A) of the command-pair interface definition, we
have: P[(hk) € YR.2a

= hy € X3 .Xr.25.24 by (3).

By Proposition 3) (take sugu; ... ug—1 to be string s, and
hy to be string h), we conclude

(T’ € X*)supuy ... up_1u' € HNLNL,)
A\ (P]H(ul) = hk)
= P]H(UO’U,l A uk_lu') = hohl ... hy by (6).

We now take u; = v’ and the inductive step is complete.
We have now proven the initial case and the inductive step.
We now conclude that the claim is true, by induction.
Thus, we take & = n,u = wuou; ...u, and we have u €
¥* su € HNLNZ,,and Prg(u) = h, as required. [
Proposition 5:
Proof: Assume system is serial level-wise nonblocking
and serial interface consistent. €))]
Letse HNLNZy,h € Xy, and sh € Hy, N1y, )
We have two cases to examine: I) h € X3, and II) h € X7,
Casel) h € Xy
Since h € X%, we have Prr(s) = Prp(sh).
As L = P;;'(L(Gp)),s € L [from (2)] implies
that Prp(sh) € L(Gpr) and thus by (2): sh €
LN Hy Ny,
By Proposition 2), we have: (3] € X} )shl €
Hp N Ly Ny,
We take u = hl and Case I) is complete.
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TABLE 1
ABBREVIATIONS USED IN EVENT LABELS
Abbrev. | Meaning Abbrev. | Meaning || Abbrev. | Meaning
pt part (item) || str start arr arrive
cmpl complete attch attach pol polish
fin finish ent enter recog recognize
rlse release Iv leave
Casell) h ¢ X}
This implies Pr(h) # e. 3)
From (2), we have s € Z,, and thus: Py(s) €
L (Gy).
= P](S) € (EREA)* N L(G]) by Point B of
the command-pair interface definition. 4
Point A of the definition implies that only a re-
quest event can follow Pr(s). ®)
From (2), we have sh € Z,, and thus: Pr(s)Pr(h) €
L (Gy)
As Pr(h) # € [by (3)], we can conclude by (5) that: Pr(h) €
YR.2T (6)

By Point B of the command-pair interface definition we have:
P](S)P[(h) € E?EA

= P;(h) € ¥r.X}.%4 by (6). (7)
= he Py (SrX5.24)

= h eV YR Yy Y4 Y ash € Xy ®)
= (30 € X1 X4) (A" € Z3)WR" = h. 9)

We can now conclude sh’ € HNZ as sh € Hy,, N Ly, by (2).
By Proposition 4) (take /' to be string k), we can conclude

(A € ) Pru(u)=hM)A (s’ e HNLNI). (10)

By (8) and (9), we have: Pr(u') € ¥p.X7. (11)

Since A" € X% [by (9)], we have Prp(su'h”) = Prp(su').
As L = P;HL(GL)),su’ € L [from (10)] implies that
Prr(su'h”) € L(GL) and, thus

su'h" € L. (12)

From (2) and (9), we have: sh'h” € H,, NI, (13)

Since Prp(u’) = A’ [by (10)], we have: Prg(sh’h") =
P]H(S’u,/h”).

As Hy, = P (L (Ggr)), (13) implies that Py (su’h”) €
L,,,(Gpg) and, thus: su’h” € H,, (14)

As X1 C Xrg, wehave: Pr(sh’h”) = Pr(su’h”). As T, :=
P (L (Gy)), (13) implies that Pr(su’h”) € L,,(Gy) and
thus: su’'h” € T,

Combining with (12) and (14), we can conclude

su'h” € LNH,, NT,,.

By Proposition 2), (take su’h” to be string s), we can con-
clude: (3l € X3)su'h"l € Hpy N Loy N Ly (15)

We thus take v = u'h”l and we have Pry(u) = h and
su € Hpm N Ly, NIy, and Pr(u) € .35 by (9), (11), and
(15). Case II) is complete.

By Cases I) and II), we now have constructed a string u with
the required properties. [ |
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